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Introduction to 
Vision-Language Pretraining (VLP)

• Vision-Language pretraining
Learning visual and linguistic representation from large-scale data 

pairs with weak correlation.

• Downstream tasks
➢ Image Captioning, 

➢ Visual Question Answering, 

➢ Cross-modal Retrieval

➢ Text to Image Generation

➢ ……

• VLP model architectures
➢ Dual-stream model
➢ Single-stream model



VLP Datasets

• Most of the public large-scale 
multi-modal datasets are based on 
English corpus.

• Almost all the large-scale multi-
modal datasets only provide one 
caption for each image. 

TaiSu is the largest  public Chinese multi-modal dataset 

where  one image may have more than one captions.



Main Contributions

• A pipeline for the construction of a 
large-scale multi-modal dataset.

text-based filtering, 

image-text matching, 

text augmentation

• The largest public multi-modal 
dataset for Chinese VLP.

166M images 

219M  Chinese captions

• Our experiments show that the pretrained models can benefit from 

the filtering process and the combination of the web data and the 

generated captions.



Summary of the pretraining methods

• Dual-stream architecture

image encoder + text encoder.

• Contrastive loss with global similarity

Follow the settings of CLIP

• LiT-tuning

The pretrained image encoder → frozen,

The text encoder → need to be trained. 

• Three kinds of data

Raw web data

Filtered web data

Filtered web data + generated data

Locked 
Image 

encoder

Text 
encoder

text



Zero-shot Image-text Retrieval &
Zero-shot Image Classification &  Text-to-image Generation

Zero-shot Image-text Retrieval Zero-shot Image classification 



Ablation study

• The filtering based on image-text matching can 

improve the performances of the pretrained models 

both on the zero-shot image-text retrieval task and on 

the zero-shot image classification task. 

• The addition of the generated captions can 

significantly improve the  performance on the zero-

shot image-text retrieval task.



Comparison with CLIP + translator

On the Chinese image-text retrieval task, TaiSu’s models obtain better 

performance than CLIP’s models. This can reveal the necessity of the 

construction of a large-scale Chinese multi-modal dataset

CLIP’s training data:

400M Englsih

image-text pairs


