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Background

► Zeroth-order methods are a class of powerful 
optimization tools to solve many complex machine 
learning problems, whose explicit gradients are 
difficult or even infeasible to access. 

►Minimax optimization can effectively solve the 
problems with a hierarchical structure, so it is widely 
used to many machine learning applications such as 
adversarial training and robust federated learning.
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Background

► For example, the robust federated learning could be 
defined as:
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Accelerated Zeroth- & First-Order Momentum Methods 

Zeroth-Order Gradient Estimators
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Accelerated Zeroth- & First-Order Momentum Methods 

Momentum Techniques:

1) Apply on the variables

2) Apply on the gradients
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Experimental Results

(1) Black-Box Adversarial Attack to DNNs
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Experimental Results
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Experimental Results

(2) Data Poisoning Attack to Logistic Regression
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Experimental Results
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Conclusions

►1) We proposed a class of accelerated zeroth-order and 
first-order momentum methods for both mini- and 
minimax-optimization.

►2) We provided an effective convergence analysis 
framework for our methods, and proved that our zeroth-
order methods obtain a low query complexity without 
any large batches. Meanwhile, our first-order method 
obtain a low gradient complexity without any large 
batches
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