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‘ Problem: Open-world Semi-Supervised Learning

Labeled Data Unlabeled Data

Open-world Semi-Supervised Learning (OSSL)
aims to classify unlabeled samples from both seen
and novel classes using partially labeled samples
from the seen classes.
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Due to the lack of labeled samples for novel
classes, it is vital to exploit some priors as
auxiliary supervision to classifier for all classes.

Known Classes Novel Classes



Previous works: only explore priors at a single granularity
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Existing works either exploit pairwise similarity prior or class distribution
prior to achieve this. However, these methods only explore priors at a
single granularity, which suffer from sub-optimization and inaccurate
pseudo labels, due to the limited supervision.



Motivation: Explore various taxonomic context as priors

Yo Pseudo-Label Acc.
@ 58.15%
Limited Single Acc.
Granularity Priors
50
MECCE
) — E‘Ourf
Seen/Novel ; . 0 il i
Tripts (a) Previous Single Taxonomy Methods ERTYE TR
Vit | £
1
.D-D-—NSuperf— - T ? {’ i : i iﬁ( Pseudo-Label Acc.
. ; ] Various Taxonomic
S== D— s 65.67%
Context Priors
- 27N Acc.
(Superl Furniture 60
||D Targetym = = % )N ||:>
7 __________ilign @ @ . — Ours
Sen/Noel Model 'Wooden Chalrs ’ — Baseline
||u — i IS b1 lSubZIWoodeﬂ 0 20 40 60 80 100 120 140 Epoch
lllpllts _N Sub ’- ’ "ﬂ i \u > \ 1’ Chairs CIFAR100 .

5--—’ 7

(b) Contextual Taxonomy Method (Ours)

In this paper, we argue that leveraging multiple levels of granularity as
semantic priors (e.g., sub-classes, classes, and super-classes, etc.) 1s a more
preferable solution for OSSL.



Method
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To achieve it, we develop two modules: 1) Taxonomic Context Discovery (TCD) module to
discovers the underlying taxonomic context priors; 11) Taxonomic Context-based prediction
Alignment (TCA) module to enforces consistency across hierarchical predictions.



Taxonomic Context Discovery (TCD)

TIDA first obtains normalized feature representation z; € R* = fy(z;) for the
i-th sample &; by image encoder fy. Then, we use Z; and prototypes on each
hierarchy to perform clustering by optimizating ;. .

Licd = — S: S: yf,;.’l log :&i',l — S‘ T y Z eipe(xp(?’(z:g-))/T)

=1 j=1 =1 j=1

where ¥; € {0, 1}|yl+yu| is the pseudo-label of X; on /-th hierarchy generated by Sinkhorn-
Knopp algorithm, 9! denotes the prediction of model for Z; and 7 = 0.1 is the temperature.



Taxonomic Context-based prediction Alignment (TCA)

To achieve taxonomic context consistency, we propose the Taxonomic Context-
based prediction Alignment (TCA), which aims to establish reliable affinity
relationships across hierarchies.
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Experiment
Performance on four generic datasets.

CIFARIO CIFAR100 ImageNet-100 Tiny ImageNet
Methods Seen Novel All Seen Novel All Seen Novel All Seen Novel All
DTC [29] 427 31.8 324 221 105 137 245 178 193 135 127 115
RankStats [28] 71.4 639 667 204 167 178 412 268 374 9.6 8.9 6.4
UNO [23] 86.5 71.2 789 537 336 427 660 422 533 284 144 204

ORCA [5] 82.8 855 84.1 525 318 38.6 839 605 69.7 - - -

OpenNCD [50] | 83.5 86.7 853 53.6 33.0 412 840 658 732 - - -
TRSSL [65] 949 896 922 6&5 521 603 826 6/8 V54 395 205 303

OpenLDN [64] | 92.4 932 928 55.0 40.0 47.7 - — — — - -
TIDA (Ours) 942 934 938 733 56.6 653 834 712 77.6 457 284 372

Performance on three fine-grained datasets.

Oxford-IIIT Pet FGVC Aircraft Stanford-Cars
Methods
Seen  Novel All Seen  Novel All Seen  Novel All
DTC [29] 20.7 16.0 13.5 16.3 16.5 11.8 12.3 10.0 Pt
RankStats [28] 12.6 11.9 11.1 13.4 13.6 1 | 10.4 9.1 6.6
UNO [23] 49.8 237 34.9 44.4 24.7 31.8 49.0 13.7 30.7

TRSSL [65] 70.9 36.1 1Y BES 41.2 554 835 o1 60.4
OpenLDN [64] 66.8 33.1 50.4 45.7 28,7

TIDA (Ours) 75,7 39.2 599 711 43.7 574  85.9 43.5 66.0




Ablation study

C-TCP: Coarse-grained Taxonomic Context Priors; F-TCP: Fine-grained Taxonomic Context Priors;
TCA: Taxonomic Context-based prediction Alignment (When using TCA only, the model is equipped
with three target-grained classifiers that are aligned by TCA).

" C-TCP F-TCP TCA CIFAR100 Tiny ImageNet Stanford-Cars
Seen Novel All Seen Novel All Seen Novel All
a) 67.0 489 579 397 21.8 31.1 848 383 613
b) v 63.7 47.0 555 364 192 280 812 412 6l.1
c) v v 713 516 616 437 271 358 849 408 629
d) v 65.3 456 553 363 204 288 781 312 54.8
e) v v 715 546 63.1 446 273 368 853 423 64.1
) v 71.8 491 605 431 21.1 325 828 395 619
0) v v 69.9 454 577 363 198 290 764 302 53.8
h) v v v 733 566 653 457 284 372 859 435 66.0

As we can see, the proposed TCA 1s indispensable to our TIDA.
This indicates that the key to performance improvements 1s having
consistent taxonomic context for OSSL problems.



Visualization

| #sub2 . .

with open door

with closed door |

(c) Fined-Grained TC

Wardrobe

(d) Coarse-Grained TCL

We use t-SNE to visualize the features learned by TIDA and the
baselinelll. As shown in above, TIDA produces more discriminative
features than TRSSL!!, where the samples are generally better

clustered.

(I Mamshad Nayeem Rizve, Navid Kardan, and Mubarak Shah. Towards realistic semi-supervised

learning. In ECCV, 2022.
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Visualization
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The visualization of hierarchical semantic structure learned by TIDA on ImageNet100.



Conclusion

* In this paper, we 1dentify the importance of multi-granularity
priors for Open-world Semi-Supervised Learning (OSSL) and
introduce a new type of prior knowledge, 1.e., taxonomic
context priors.

 Moreover, we introduce a uniformed OSSL framework,
named by TIDA, which can discover taxonomic context priors
without any extra supervision.



Conclusion

* Our study uncovers a significant observation that incorporating
taxonomic context as priors can enhance the performance of our
model 1n challenging real-world scenarios with limited
supervision and unknown semantic concepts.

* This provides a new 1dea for utilizing unlabeled data, not only
limited to open-set semi-supervised learning.
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