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Part 1. Introduction
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Pipeline of Deep Learning

In general, Deep Learning has three key steps:

Collect Data Train Model Inference/Test

Step 1 Step 2 Step 3
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Backdoor Attack & Adversarial Attack

Backdoor Attack:
- Pipeline: Manipulate training data and/or control the training process

- Objective: Behave normally for clean inputs while misclassifying the
poisoned samples to a target label.

Adversarial Attack:
- Pipeline: construct adversarial examples to fool the model

- Objective: Behave normally for clean inputs while misclassifying the
adversarial examples.
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Part 2. Methodology
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Methodology

Defense Settings: Post-training defense where a pre-trained model
and a small clean dataset are given.

Our Method:

Bridging the Adversarial Attack and Backdoor Attack.

Backdoor

Attack

Adversarial
Attack
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Terminology and Notations

Sample: x ∈ X
Trigger: ∆ ∈ V
Target Label: ŷ ∈ Y
Perturbation Set: S
Generating function for poisoned samples: g : X × V → X
Models: Poisoned Model hθbd and fine-tuned model hθ

Small set of clean data Dcl = {(xi, yi)}Ni=1

Non-target samples: D−ŷ = {(x, y)|(x, y) ∈ Dcl, y ̸= ŷ}
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Terminology and Notations

Classification Risk:

Rcl(hθ) =
1

N

N∑
i=1

I(hθ(xi) ̸= yi)

Backdoor Risk:

Rbd(hθ) =

∑N
i=1 I(hθ(g(xi,∆)) = ŷ,xi ∈ D−ŷ)

|D−ŷ|

Adversarial Risk:

Radv(hθ) =

∑N
i=1maxϵi∈S I(hθ(xi + ϵi) ̸= yi,xi ∈ D−ŷ)

|D−ŷ|
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Assumption

Assumption (a)

Assume that g(x; ∆)− x ∈ S for ∀x ∈ Dcl.

The above Assumption ensures that there exists ϵ ∈ S such that
x+ ϵ = g(x; ∆), i.e., poisoned sample is an adversarial example.

Theorem

Under Assumption (a), the following inequality holds

Rbd(hθ) ≤ Radv(hθ).

Question: Can we replace poisoned samples with adversarial examples?
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Observation: Risk Gap

Observation: Gap between Adversarial Risk and Backdoor Risk
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Figure: Example of purifying poisoned model using adversarial training on Tiny
ImageNet.

Shaokui Wei (CUHKSZ) Shared Adversarial Unlearning 11 / 20



Insight

Observation: Gap between Adversarial Risk and Backdoor Risk.

Conclusion: Adversarial Example is not a good surrogate for Poisoned
Sample.

Insight: Not all adversarial examples contribute to backdoor
mitigation.

Question: How to identify adversarial examples important for
mitigating backdoors?
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Shared Adversarial Example

Figure: Illustration of Shared Adversarial Example and Poisoned Samples.

Type Description Definition

I (Shared) Mislead hθbd and hθ to the same class hθbd(x̃ϵ) = hθ(x̃ϵ) ̸= y
II Mislead hθ, but not mislead hθbd hθbd(x̃ϵ) ̸= hθ(x̃ϵ), hθbd(x̃ϵ) = y
III Mislead hθbd and hθ to different classes hθbd(x̃ϵ) ̸= hθ(x̃ϵ), hθbd(x̃ϵ) ̸= y, hθ(x̃ϵ) ̸= y
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Theorem: Shared Adversarial Risk

Theorem (Informal)

Assume that Rbd(hθbd) = 100%. Then, the following inequality holds:

Rbd(hθ) ≤ Rshare(hθ) ≤ Radv(hθ)

where

Rshare(hθ) =
∑N

i=1 maxϵi∈S I(hθ(xi+ϵi)=hθbd
(xi+ϵi )̸=yi,xi∈D−ŷ)

|D−ŷ | .
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Method: Shared Adversarial Unlearning

 

Figure: Demonstration of Shared Adversarial Unlearning process.
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Part 3. Experiments
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Experiments

Figure: Results on CIFAR-10 with PreAct-ResNet18 and poisoning ratio 10%.
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Part 4. Conclusion
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Conclusion

A significant gap between adversarial risk and backdoor risk.

Not all adversarial examples contribute to backdoor mitigation.

Shared adversarial risk is a narrower bound for backdoor risk (under
mild conditions).
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Thank you!
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