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I Large vision-language models (Large VLMs)

Backgrounds: Emerging Large VLMs are powerful in response generation with visual input

ChatGPT
11. 2022

GPT4
03. 2023

[ Closed-Sourced ]

A Chatbot that
provides a
detailed
response

A more advanced
system that
producing safer
and more useful
responses.

BLIP-2
01. 2023

Conditional text
generation
given an image
and an optional
text prompt.

LLaVA
04. 2023

[ Open-Sourced ]

General-purpose
visual and
language

understanding

Mini-GPT4
04. 2023

General-purpose
visual and
language

understanding




Example: MiniGPT-4

is the interesting

Iy
| “Can you tell me what '
L
E point of this image?”

' )

| W '/"The interestin oint in
this image is[the girl]

[walking through a field of ]

sunflowers with an elephant
in the background. The image
is a digital artwork and it
appears to be a beautiful and
peaceful scene with the
sunflowers in the foreground
and the elephant in the
background.”

H “Well. But is this a common scene in the
H normal life?”

-

w '/I“No, this is not a common scene in normal ]
life. Walking through a field of sunflowers
with an elephant is not something that most

: Human = : - ’
. uma It is more of a fantasy or imaginary scene

£ . MiniGPT-4 created for artistic or creative purposes.

@ (pretained) . . . —_
' / Conversation/VQA with clean image x|,

Everything Looks Great:

1. Good Visual and language understanding
2. Reasonable and detailed response

3. Running on a single GPU

4. Wide application scenarios

Zhu et al., Minigpt-4: Enhancing vision-language understanding with advanced large language models. arXiv 2023. 3



I Large vision-language models (Large VLMs)

Questions:

- When Large VLMs are deployed in practice:
Responsible answer generation in companies, Gov., or commercial usage

- Consequently, we ask:
What if the generated responses are wrong? It may raise serious concerns

We research the “worst case” of these large VLMs:

Can we let these VLMs generate “targeted response”?
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I Matching image-text features (MF-it)

An intuitive method:

arg max f¢(wadV)Tg¢(Ctar)

”mcle_madV“p <e

f# :image encoder

gy : text encoder

Surrogate models

B white-box

Clean image Perturb noise
. “A bottle of water” -
Targeted text

image
encoder

text
encoder

LV

embedding
# \
max sim.

embedding

Matching the features via an image encoder and a text encoder




I Matching image-image features (MF-ii)

Match target image features via an image encoder and a text-to-image model:

argmax fy (madV)T fo(he(ear)) Transfer-based attacking strategy (MF-ii)
| 2cte —Eadv ||p Le Pretrained generator & Pretrained visual encoder
¢
(e.g. DALL-E) (e.g. ViT-B/32 of CLIP)
— — embedding
m of hyetar)
“A sea otter 8 8 O
f¢ . Image enCOder pearT‘égr?ing.” Text2lmg - f¢ | - g
. Targeted Text car U )
. tethImg model Targeted image h(cryy)
T o _l_g@_di(_e_nt __ |_Matc:h|ng |
Surrogate models !@ : pixel addition! | °
: 3
B white-box Ay~ NO,1) @ s - (48 Q-
' : ‘ f;ErEr; embedding
black-box : 8 : no update Learnable A — ' of Xtrans

Xtrans = Xcle + A



I Matching text-text features (MF-tt)

Matching the features via a text encoder:

- . W\ T - i -
argmax gy (é}{} (m i Cm)) Gop (Ctar) Quer35/ based atte;cklng strategy (MF-tt)
”mcle_wadv ”p <e %% Yady G 0] The victir"n'model Do
® (e.g. MiniGPT-4) Ctar
m Po(Xady + 00p); Cin)
: 8
gy :text encoder Img2Text || = | Po((Xady + 061); Cin) || —
Surrogate model U Po(xady + 08); Cin)
Pe*Xadv; Cin)
[3’? :image-2-text model] RGF-
Estimator
- 1 | Ba4)
Target model ]
Initializing x, 4y RGF-Estimated A Updated adv. image x,
[ | white-box | pseudo-gradient
black-box Target: “A sea otter with

; a pearl earring.” .
.......................................... 8l



I Matching text-text features (MF-tt)

Matching the features via a text encoder (black-box setting):

argmax g ( : (a; sl Cin) ) T 9y (Ct ar) Query-based attacking strategy (MF-tt)

0% The victim model p,
(e.g. MiniGPT-4) Ctar

m j Po(xadqy + 00p); Cin)

Hmcle_wadvllpge

Gradient estimation: (Eq. (4))

8
= ||img2Text|[ = | Po((Xadgy + 081); cin) ||

U pe((xadv + 0-52); cin)
V ey 9o (00 (Tadv; €in)) | gy (Crar) Pokady: Cin)
1 T ERGF—
~ D¢ : timat
~ N—O' Z:l [g’l,b ( (wadV + O-(Sna Cin)) gq/; (Ctar) (qum(a“;))r
n—
— 9y ( Po (wadv; Cin))TQTP (ctaf)] ) 5" - _1‘_ pseudo-gradient
| | ’ { Target: “A sea otter with :

a pearl earring.”

RGF-Estimator T 9




| MF-ii + MF-tt (Ours)

Transfer-based attacking strategy (MF-ii)

Query-based attacking strategy (MF-tt)

Pretrained generator h, Pretrained visual encoder f, % Xaa + %] The victim model Do v
(e.g. DALL-E) (e.g. ViT-B/32 of CLIP) o - @é (e.g. MiniGPT-4) Ctar
— — embedding =%
m of h(car) 00, o + 0, N | Po(ragy + 00)); cip) |
“A sea otter ) 8 O o = (( 5) )
with a - -> - X + 00¢); C;
pearl earring.” ||T€x12Img T 8‘— Img2Text Po\\Xady 1)>Cin
Targeted Text ¢ar U 0% U Po((Xady + 05); Cin)
" |°
R — Matching pﬁ(xadv’ Cln)
1@ : pixel addition RGF-
: B @) @ _ Estimator |—
A ~ N(0,1) 770 e :<~ = (Eq. (4))
: 8 : no update O embedding ~a g sy
! Learnable A — —  of xrans Initializing x, 4y RGF-Estimated A Updated adv. image x, 4,
Yrans = Xcle + A T T pseudo-gradient
e T U T
Targeted response generation Target: “A sea otter with
a pearl earring. 5
N — t
8 A collorful painting OAf a cat 8 A painting of a sea otterw
= ||Img2Text|| => wearing a colorful p1”tcher Img2Text iwearing 5 el Femalie ©
with green eyes. {

Clean image xj¢

U

/ Generated response of x|,

Adv. image x4, (Ours)

U

X Targeted response of x4
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Evading BLIP-2

BLIP-2: image captioning

“An armchair in the

Clean image

Resulting adv. image

-
|

[Target: “A hand drawn sketch of a]
Porsche 911.”

/ BLIP-2 generated response e L E L E i

shape of an
avocado.”

8
Img2Text

“A stuffed chair in the
shape of an avocado.”

8
Text2Img (DALL-E)

could also be a real image
with a text description

8
Img2Text

i adversarial noise
i (by our method)

@ pixel addition

Additional results

/ BLIP-2 generated response

'“a pencil drawing of a
' sports car is shown.”

BLIP-2 generated response
of our adv. image

“a dog and cat with
their tongues out and
their heads together”

/ BLIP-2 generated response

“a white cat riding a
red motorbike.”

e ——
|
'

'that has [an ocean view.|”

| adversarial attack

| adversarial attack

the |interior of a housel‘_

Li et al., Blip-2: Bootstrapping languageimage pre-training with frozen image encoders and large language models. arXiv 2023.



I Evading UniDiffuser

original text description

“A Van Gogh style

painting of an American

football player.”

[J
Text2img | .
(UniDiffuser)

generated image (x..) given
original text description

8
Img2Text
—>| -
(UniDiffuser)

generated response of clean image

/ “A painting of
Packers quarterback

football player on a
blue background.”

]

adversarial noise
(by our method)

§

v

generated response

given text from prior step

generated response given
clean image from prior step

v

“A painting of a

generated response
given text from prior step

-> Green Bay Packers - > e
football player.”
I Target: “A photo of an astronaut riding a horse on the moon.’i_j:
\ ¥
"X “A man e | | X R
| A _man_in_an “A painting of an
-

riding a horse with
space on the moon.”

generated response
of our adv. image

[ astronaut suit ]

generated response given
text prediction of adv. image

Bao et al., One Transformer Fits All Distributions in Multi-Modal Diffusion. arXiv 2023.

1
i :
! 1
1
' astronaut on a e
rhorse on the moon.” |
' i

generated response
given text from prior step

13



| Evading MiniGPT-4

MiniGPT-4: Visual Question-Answering

5 - MiniGPT-4

W ’ (pretained)

this a common scene in the
normal 1ife?”

-

“Well.

But is

E ‘Can you tell me what ' .
' is the interesting
* point of this image?”

adversarial attack

“The interesting point in
this image is the girl
walking through a field of
sunflowers with an elephant
in the background. The image
is a digital artwork and it
appears to be a beautiful and
peaceful scene with the
sunflowers in the foreground
and the elephant in the
background.”

W \/"No, this is not a common scene in normal

life. Walking through a field of sunflowers
with an elephant is not something that most
people would encounter in their daily lives.
It is more of a fantasy or imaginary scene,
created for artistic or creative purposes.”

Conversation/VQA with clean image x|

E “Can you tell me what : .
' is the interesting

point of this image?”

@ (¥ -frEmeen s vearing
overalls, holding a shovel,
and working The
image has_a futuristic, with
a sleek, standing
among bright, colorful
flowers. The overall
composition is eye-catching,
with the contrast between the
robot and the fields creating
a striking visual effect. ”

K |

'

'

'
X “Not exactly. This scene is a work of

futuristic depiction that may not exist in

reality, wherehave become a part of the
agricultural process. However, it is important

to note that such a scenario is not currently a
reality and may never become one.”

' “Well. But is this a common scene in the
: normal life?”

Conversation/VQA with adv. image x4y

Zhu et al., Minigpt-4: Enhancing vision-language understanding with advanced large language models. arXiv 2023.
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Evading LLaVA

LLaVA: Visual Question-Answering

adversarial attack

Clean image input (From ImageNet)

“What is the content
of this image?”

&£ |/ “The image features a sea
w turtle swimming in a blue
lagoan or ocean, with its head

breaking the surface of the
water. The turtle appears to be
moving towards the camera. The

background includes a beach,
adding a picturesque element to
the scene.”

“What is the feeling it
brings to people?”

-

-
VcThe image brings a sense of tranquility, relaxation, and
connection with nature. Observing the sea turtle gliding

through the crystal clear water can evoke feelings of peace

and serenity, as it showcases the beauty and harmony of the

underwater world. This picturesque scene may also inspire a

sense of wonder and appreciation for the natural
environment, prompting viewers to consider the importance of
conservation and protecting marine life.”
. 7

Conversation/VQA with clean image x

r Target: “A bunch of tropical fruits in the middle?
l i of the photo.” |

Resulting adv. image (ours)

“What is the content

' of this image?” ! '

r
w XThe image features a bunch
them are green gnd yellow,
while one of theis
suspended in mid-air,
possibly being lowered into
a blue 11‘qu1’d.
are arranged in a way a
resembles a face, with some
of them positioned like a

mouth or other facial
features.”

rx )
“The sight of[a bunch of bananas]hanging from a rope or a

ceiling can bring a sense of curiosity, amusement, or even
nostalgia to people. The unusual positioning of the bananas

might make it an interesting conversation piece or a fun
displa 0 _observe. Furthermore, as the appear to be

it may evoke feelings of relaxation or re&

people of vacationing in warm destinations where such|fruits
are commonly found.”

_ J

Conversation/VQA with adv. image x4,

Liu et al., Visual instruction tuning. arXiv 2023.

i “What is the feeling it
E brings to people?” :

15



I Quantitative evaluation
(CLIP score between text and image features)

Performance: Matching image-text features (MF-it)

White-box attacks against surrogate models

Model Clean image Adversarial image | Time to obtain a single @,y
Tae he(cuar) MF-ii  MF-it MF-ii MF-it
CLIP (RN50) [62] 0.094 0.261 0.239 0.543 0.532
CLIP (ViT-B/32) [62] | 0.142  0.313 0.302 0.592 0.588
BLIP (ViT) [39] 0.138  0.286 0.277 0.641 0.634
BLIP-2 (ViT) [40] 0.037 0.302 0.294 0.855 0.852
ALBEF (ViT) [38] 0.063  0.098 0.091 0.750 0.749

Good performance in white-box setting



I Quantitative evaluation
(CLIP text score 1)

Black-box attacks against victim models.

MF-it is not that transferrable in black-
box setting;

VLM model Attacking method Text enc?der (pretrz'imed) for e-valualmn Other info.
RNS50 RN101 ViT-B/16 ViT-B/32 ViT-L/14 Ensemble |# Param. Res.
Clean image 0472 0456 0479 0499 0344 0450
MF-it 10492 0474 0520 0546 0384 0483
41
BLIP [41] MF-ii 0766 0753 0774 078 0696 0755 | 224M 384
MFii + ME-tt | 0.855 0.841 0.861 0.868 0.803  0.846
Cleanimage | 0.417 0415 0429 0446 0305  0.402
. [ MF-it |0.655 0.639 0678 0698 0611 0656
UniDiffuser [51 =\ 0709 0695 0721 0733 0637 o700 | 4B 224
MF-ii + ME-tt | 0754 0.736 0761 0777  0.689  0.743
Cleanimage | 0.487 0464 0493 0515 0350  0.461
Img2Prompt [30] ME- (0499 0472 0501 0525 0355 0470 || o Lo,
MF-ii 0502 0479 0505 0529 0366 0476
MFii + MF-tt | 0.803 0.783 0.809  0.828 0733  0.791
Cleanimage | 0.473 0454 0483 0503 0349 0452
BLIP2 (] ME-i (0492 0474 0520 0546 0384 0483 || .o .,
MF-ii 0562 0541 0571 0592 0449  0.543
MFii + ME-tt | 0.656 0.633 0.665 0.681 0555  0.638
Cleanimage | 0.383 0436 0402 0437 0281  0.388
— ME-it 10389 0441 0417 0452 0288 0397 338 204
MF-ii 0396 0440 0421 0450 0292  0.400
MF-ii + ME-tt | 0.548 0559 0563 0590 0448  0.542
Cleanimage 0422 0431 0436 0470 0326 0417
MiniGPT-4 [100] ME-i (0472 0450 0461 0484 0349 0443 || ..o Lo,
MF-ii 0525 0541 0542 0572 0430 0522
MF-ii + MF-tt | 0.633 0.611 0.631 0.668 0528  0.614

17




I Quantitative evaluation
(CLIP text score 1)

Black-box attacks against victim models.

MF-ii is better, but the performance is
limited by the targeted images;

VLM model Attacking method

Text encoder (pretrained) for evaluation

Other info.

RN50 RN101 ViT-B/16 ViT-B/32 ViT-L/14 Ensemble | # Param. Res.
Cleanimage  |0472 0456 0479 0499 0344 0450
ME-it 0492 0474 0520 0546 0384 0.483

BLIP [41 = = 224M 384
[41] [ME-ii 0.766 0753 0.774 0786  0.696  0.755
MFii + MF-tt | 0.855 0.841 0.861  0.868  0.803  0.846
Cleanimage  |0417 0415 0429 0446 0305  0.402
MEF-it 0.655_0.639 0678 0698 0611 0.656

iDiffuser [5 148 224
UniDiffuser 3] Ay 0709 0.695 0721 0733 0637  0.700
MFii+ MF-t | 0.754 0736 0761 0777  0.689  0.743
Cleanimage  |0487 0464 0493 0515 0350 0461

mg2Prompt (30 ME 0499 0472 0501 0525 0355 0470 | .o o
[ME-ii 0.502 0479 0505 0529 0366 0476
MFii+ MF-tt | 0.803 0783 0.809 0828 0733 0791
Cleanimage  |0473 0454 0483 0503 0349 0452

b2 ME 0492 0474 0520 0546 0384 0483 | ... .
[ME-ii 0.562 0.541 0571 0592 0449  0.543
MFii+ MF-tt | 0.656 0.633 0.665  0.681 0555  0.638
Cleanimage  |0.383 0436 0402 0437 0281  0.388

Lavape  MEt 0389 0441 0417 0452 0288 0397 | ..o .o
[MF-ii 0396 0440 0421 0450 0292 0.400
MF-i+ MF-tt_ | 0.548 0559 0563  0.590 0448  0.542
Cleanimage 0422 0431 0436 0470 0326 0417

MiniGPT-4 [109] ME-i 0472 0450 0461 0484 0349 0443 | .. o
[ME-ii 0525 0541 0542 0572 0430 0522
MFEii+ ME-tt | 0.633 0.611 0.631  0.668 0528  0.614

18




I Quantitative evaluation
(CLIP text score 1)

Black-box attacks against victim models.

MF-ii + MF-tt achieves better
performance

VLM model Attacking method

RN50 RN101 ViT-B/16 ViT-B/32 ViT-L/14 Ensemble

Text encoder (pretrained) for evaluation

Other info.
# Param. Res.

Clean image 0472 0456 0479 0499 0344 0450
MF-it 0492 0474 0520 0546 0384 0483
4
BLIP [41] MF-ii 0766 0753 0774 078 069 0755 | 224M 384
[MFii+ MF-t |0.855 0.841 0861 0868 0803  0.846
Clean image 0417 0415 0429 0446 0305 0402
- . MF-it 0655 0639 0678 0.698 0611 0656
UniDiffuser 51 Ve 0709 0.695 0721 0733 0637 0700 | 4B 2%
MF-ii + MF-tt  |0.754 0736 0.761 0777  0.689  0.743
Clean image 0487 0464 0493 0515 0350 0461
mg2Prompt (20] MF 0499 0472 0501 0525 0355 0470 | . .o
MF-ii 0502 0479 0505 0529 0366 0476
[MFii+ MF-t | 0.803 0783 0809 0828 0733  0.791
Clean image 0473 0454 0483 0503 0349 0452
BLIP2 [47] ME-i 0492 0474 0520 0546 0384 0483 | .
MF-ii 0562 0541 0571 0592 0449 0543
[MF-ii+ MF-u_ |0.656 0.633 0.665 0.681 0555  0.638
Clean image 0.383 0.436 0.402 0.437 0.281 0.388
LLaVA [46] ME-it 0389 0441 0417 0452 0288 0397 | .. .
MF-ii 0396 0440 0421 0450 0292  0.400
MF-ii + MF-tt | 0.548 0.559 0.563 0590 0.448  0.542
Clean image 0422 0431 0436 0470 0326 0417
MiniGPT4 [109] ME 0472 0450 0461 0484 0349 0443 | . o
MF-ii 0525 0541 0542 0572 0430 0522
MF-ii + MF-tt | 0.633 0.611 0.631  0.668 0528  0.614
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I Visual interpretation via GradCAM Analysis

Xcle Xadv he(ctar) { i GradCAM of Xcle GradCAM of (¢ tar)

=l |

GradCAM of x,q, | i GradCAM of X4y

E “A photo of a teddy “A small bird sitting “A beautiful bird 1 “What is the teddy “What is the teddy : “A beautiful bird “A beautiful bird
1 bear on a skateboard on the branch of a with a black and - i bear playing in the bear playing in the i with a black and with a black and
in Times Square.” tree in the snow.” white color in snow.” ! : middle of the road?” middle of the road?” E iwhite color in snow.” white color in snow.“i

L SRR

(a): Craft an adv image given a target string and a target image
(b): GradCAM shows good correspondence to the query text over , but

(c): For adv image, we obtain similar GradCAM results as the target image.

20



I Trade-off between image quality and perturbation budget

Trade-off

Targeted image hg(ctar) € =2,LPIPS = 0.013 € =4, LPIPS = 0.019 € = 8, LPIPS = 0.054 € =16, LPIPS = 0.116 € = 64, LPIPS = 0.158

-
“A cute tropical fish « L « “An image of a
in an aquarium on a roboAt pa11ant11nng cohfesas » 1Ausuosntorraot1‘sohnar”k fish in a bright a blue fish in a blue fish in an

dark blue background.” ptaying ’ ’ fish tank.” fish tank aquarium.”

- LPIPS indicates perceptual similarity to the clean image.
- Lower means better quality

21



I Sensitivity to common corruption

Sensitivity of adversarial

examples to Gaussian noises.

Learnt noise perturbation
gradually becomes invalid.

Increase the power of noise perturbation

Example-1

xadv : "noise = 0

“A red and black bird |
sitting on top of a |
tree branch.” !

Example-2

Xadv : Onoise =0

E “A close up view of a !
' hamburger with lettuce |
! and cheese.” !

{ “A red and black bird |
is sitting on top of a|
sunflower.”

“A large painting of

E“A yellow and red bird | E “A yellow and red |
! ! three sunflowers in a

I
sitting on top of a | ' parrot sitting on top
tree.” . of a palm tree.” !

Xadv * Onoise = 0-01 Xadv * Onoise = 0-025

E “A close up shot of a
" hamburger with lettuce |
' e

“A drawing of a burger |} 7%
and a car on a piece of f!
paper.” j K

I “A hamburger with i
I lettuce and cheese.”

“A pencil draw1ng of
sports car. ?2




I Failure cases

@ '/“The image is an artistic illustration of a goldfish
swimming in a dark, rippling pool with a dark
background. The fish is the main focal point of the
image, and it appears to be captured in an artistic,
almost cartoonish style.”

“The image features a small, adorable black and gray
dog sitting on a brick walkway or sidewalk. The dog
appears to be in a relaxed position, panting and
looking up at the camera.”

Xadv

“The image features a collage of photos of various
dogs. Some of the dogs are close up, while others are
in the background. There is a prominent black dog in

the scene with its tongue sticking out.”

“The image features a small white and black fish,
possibly a sea or tropical fish, swimming in a large
tank. The fish is the main focus of the image,
occupying a significant portion of the frame.”

Two failure cases, where the correct

response is generated over adv images.
23



Thank you for watching



