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Bandit Problem

e Bandit problem have been applied in many online applications. A
ARIZONA

Online advertisement

= N N A How to select the most
appealing website layout
for online advertising?
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Bandit Problem

 Offline policy evaluation A
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Real world environment

/ Select an arm \

I'd like to evaluate the
effectiveness of the new
policy A without
disrupting the actual
workflow in a real-world

Online Bandit
Advertising algorithm

New policy A

environment

\ Feedback j




Bandit Problem

 Offline policy evaluation

Real world environment

~

History
data

New policy A

Let's assess the new
policy using the
interaction history data
to avoid any disruption
to the actual workflow.
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Problem setting
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K-arm bandits

Each arm a is associated with a
Bernoulli distribution with
unknown mean p, € [0,1]



Problem setting

®
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e K-arm bandits
G=2 a=1 a=2 * Each arm a is associated with a
=06 1,=04 13=05 Bernoulli distribution with

unknown mean yu, € [0,1]

T is the time horizon

Record the arm pulling a;
Record the returned reward 7;
Pull one arm and suffer a
suboptimality:

gé?lg(] Ha - l’lat = Aat

arm3° Regret(T) = 1=10q,




Regret measurement

From an asymptotic perspective: .
* Asymptotic optimality for Bernoulli DistributionLai & Robbins, 1985]: ARIZONA

lim inf Regret(T)

— Aa * .

In a finite-time regime:

* Minimax Ratio for K-armed bandit [P. Auer et al., 2002][). Y. Audibert et al., 2009]:

Regret(T) . . :
—JRT f(K,T), O(VKT) is the minimax optimal

e Sub-UCB criteria [Lattimore, 2018]:

Regret(T) < 0( z A, + z lnA(T)>

a:Ag>0 a:Ag>0




Prior works

Asymptotic Closed-form ®
Algorithm & Analysis Optimality SUBSRES Sampling dist. ARIZONA

[S. Agrawal et al, 2013] ll'l(K)

ExpTS

[T. Jin et al, 2022]

ExpTS+
[T. Jin et al, 2022]

KL-UCB++
[P. Menard, A. Garivier, 2017] ** N/A
KL-UCB-Switch (Deterministic)
[A. Garivier et al., 2022]

MED N/A
[J. Honda, A. Takemura, 2011]
MS W
[B. Jie, K. Jun, 2021][O. A. Maillard, 2013] NO ln(T) -
o e

**. we conjecture that the answer is no.



Algorithm design

The sampling probability distribution p; ,: .
ARIZONA
Pt,a X exp (_Nt—l,a ) kl(.at—l,a:.at—l,max))

* ki(uy, p,) denotes the binary KL divergence to measure the distance between the sample arm
1-pq
1‘#2)

and the empirical best arm. (kl(uy, ty) = Uy ln% +(1—pyIn
2

* Ni_jqisthe number of arm a been pulled up to time t — 1.
* [¢—qq is the empirical mean ofarm a up totime ¢t — 1.
* f¢—1 max IS the best empirical mean up to time ¢t — 1.



Conclusion

e KL-MS satisfies asymptotically optimality, better minimax ratio, ﬁ
and sub-UCB criterion. ARIZONA

* KL-MS has an adaptive worst-case regret bound
Vit (1 — u)KT In(K)
e KL-MS has an unbiased estimation in the offline evaluation.
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