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Background

Networks are usually over-parameterized

 Lottery Ticket Hypothesis

 Sub-networks

Catastrophic Forgetting & Knowledge Transfer

 Neuron-wise mask

 Data-free memory reply



Related Work

Knowledge Transfer

 Bayes model and regression methods 

 Mask-based methods

 Few-shot replay methods

Continual learning

 Regularization-based approaches

 Rehearsal-based approaches

 Architecture-based approaches



Motivations

 Discover compact subnetworks for (task) incremental learning

 Lottery Ticket Hypothesis: a randomly-initialized neural network contains a subnetwork 

such that, when trained in isolation, can match the performance of the original network.

Neuron-wise mask

determines which neurons and their corresponding weights should be used for a new coming task

Data-free memory reply

• measure the mask similarity scores

• craft the impressions of the most similar task via data-free memory replay



 DSN : Enhancing Knowledge Transfer for Task 

Incremental  Learning with Data-free Subnetwork

Challenges

• Catastrophic Forgetting

• Fail to obtain a subnetwork for each corresponding task

• Backward knowledge transfer is not considered

DSN



• Layer mask                    :

• Forward ：

• Backward: 

Neuron-wise Mask：

DSN



Data-free Replay：

DSN

Insights

• A class similarity matrix Mt describe the correlation between different classes.

• Model outputs representation sampled form Dirichlet distribution



Evaluation

 Overall Performance

• DSN consistently outperforms all baselines regarding ACC, BWT, and Trans(%)

• DSN is the first to exceed 0 regarding BWT



Evaluation

 The accuracy performance of the first task in incremental learning

 The accuracy performance during entire incremental learning

• When new tasks arrive, DSN is 

the only one to perform better 

on the first task

• DSN outperforms other

baselines during the entire   

incremental learning process  



Evaluation

 The layer-wise neuron usage in incremental learning

 Hypernetwork capacity in incremental learning varying different learning rates

• DSN prefers to reuse more 

neurons from earlier tasks 

when a new task arrives
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Thank you!

Q&A


