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Introduction

• Input over-sensitivity well studied in adversarial literature

• We study input under-sensitivity for general models

• Uncover extent of excessive invariance in common vision models?

Over-Sensitivity Under-Sensitivity



Mathematical Preliminaries

• For                                                                           is called the Level Set

• Important Property: For any curve in the Level Set

• How expansive are these submanifolds for common ML models? 
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Can we Traverse along Level Sets?



Compute Input Gradient

Compute Orthogonal Projection

Update Image

Verify Model Confidence

Level Set Traversal (LST) Algorithm
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LST Path in Input Space for ResNet-50

LST Blind Spots



LST over arbitrary Source-Target pairs

Normally Trained ResNet-50 Adversarially Trained ResNet-50
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Normally Trained ResNet-50:

Adversarially Trained ResNet-50:

Star-like Substructure of Level Sets



Distance metrics:
1. RMSE:

Root mean squared error

2. Max norm (ℓ!):
Maximum absolute difference 

3. SSIM:
Structural Similarity Index

4. LPIPS:
Perceptual Image Similarity

Confidence metrics:
1. Source confidence (𝑝"#$):

Confidence of the model for the source image
2. Average path confidence

Mean confidence over the linear paths   
connecting the source image to LST outputs

3. Average Δ confidence:
Mean confidence over the enclosed triangle

4. Average Δ fraction for a given 𝛿:
Fraction of triangle over which confidence is at 
least 𝑝!"# −  𝛿

Quantitative Analysis of Blind Spot Invariance



Quantitative Analysis of Blind Spot Invariance



Conclusions

• Using LST, we find that the level sets of common vision models is 
remarkably expansive

• The linear path from any given source image to LST blind spot outputs 
retain high model confidence throughout for arbitrary targets

• This unveils a star-like substructure for the equi-confidence level sets 
of common models

• Adversarially trained models are significantly more under-sensitive,
over inputs well beyond the original threat model
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