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Bisimulation

(Image source: Zhang et al. 2021)
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…

Perform pretty well in Online settings!

Bisimilar states and bisimilar
labeled transition systems



Bisimulation in Offline RL

Motivations

Contributions

• While bisimulation-based approaches hold promise for learning robust state representations for 
Reinforcement Learning (RL) tasks, their efficacy in offline RL tasks has not been up to par. 

• Recent studies suggest that bisimulation-based algorithms yield significantly poorer results on Offline tasks 
compared to a variety of (self-)supervised objectives.

• We investigate the pitfalls of directly applying the bisimulation principle in Offline settings.
• We propose theoretically motivated modifications, including an expectile-based operator and a tailored 

reward scaling strategy.
• We demonstrate superior performance through empirical studies on D4RL and Visual D4RL

When refer to fixed dataset
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Formal Usage of Bisimulation

Approximate the fixed point of bisimulation measurementGoal:

minimizing the distance between the approximation        and the fixed point        

 Obstacle: the fixed point        is unobtainable.

and given the connection between the bisimulation operator and MDP, 
we can minimize bisimulation Bellman residual instead.

 Solution: 

Lemma (Lifted MDP): The bisimulation-based update operator for an MDP is the Bellman evaluation 
operator for a specific lifted MDP.

bisimulation error      :

Define bisimulation Bellman residual as:



Formal Usage of Bisimulation

bisimulation Bellman residual :

bisimulation error      :



Modifications of Bisimulation in Offline RL

Two improvements:

• Expectile-based Bisimulation Operator

Online version, sample-based

Offline version, sample-based

is used to balance a trade-off between behavior and optimal



Modifications of Bisimulation in Offline RL

Two improvements:

• Reward Scaling

Given a more general form of the bisimulation operator:

We can derive

And



Experiments



Experiments



Check our paper for …

• Detailed description of our proposed method

• Theoretical guarantees

• More empirical results
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