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Problem of non-IID Data 
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Flickr-Mammal Dataset: The share of images in each continent [1]

Significant skew in data distribution

Traditional decentralized learning algorithms :

o Assume IID data

o Performance degradation with non-IID

o 10-15% drop with CIFAR-10 on 16 nodes ring

[1] HSIEH, KEVIN, ET AL. "THE NON-IID DATA QUAGMIRE OF DECENTRALIZED MACHINE LEARNING." INTERNATIONAL CONFERENCE ON MACHINE LEARNING. PMLR, 2020.
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Decentralized Learning on Heterogeneous Data

Method Communication Memory Compute

D2  (Exact Diffusion) 1x m Bias estimation

Gradient Tracking 2x 2m Bias estimation

Cross Gradient 
Aggregation

2x nm Cross gradients computation,
QP step

NGM 2x 0 Cross gradients computation,
bias estimation

Relay SGD 1x 2m Relay computation

Quasi Global Momentum 1x m -

Momentum Tracking 2x 2m Bias estimation

Modifies Local 
SGD step

Modifies 
Momentum

Modifies gossip

Can we achieve the effects of compute efficient gradient tracking (bias correction) 
without additional communication round?

m = model size, n = number of neighbors
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D-PSGD vs Gradient Tracking

D-PSGD Gradient Tracking (GT)

Gossip Averaging Step

𝒙𝒊
𝒕+𝟏 = σ𝒋∈𝑵(𝒊)𝒘𝒊𝒋𝒙𝒋

𝒕+𝟎.𝟓

Communication step

Send and receive 𝒙𝒕+𝟎.𝟓

Local Update Step (SGD)

𝒙𝒊
𝒕+𝟎.𝟓 = 𝒙𝒊

𝒕 − 𝜼𝒈𝒊
𝒕

Update Tracking Variable

𝒚𝒊
𝒕+𝟏= σ𝒋∈𝑵(𝒊)𝒘𝒊𝒋𝒚𝒋

𝒕 + 𝒈𝒊
𝒕+𝟏 − 𝒈𝒊

𝒕

Gossip Averaging Step

𝒙𝒊
𝒕+𝟏 = σ𝒋∈𝑵(𝒊)𝒘𝒊𝒋𝒙𝒋

𝒕+𝟎.𝟓

Communication step

Send and receive 𝒙𝒕+𝟎.𝟓, 𝒚𝒕

Local Update Step (SGD)

𝒙𝒊
𝒕+𝟎.𝟓 = 𝒙𝒊

𝒕 − 𝜼𝒚𝒊
𝒕

2x communication

Scalability 
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Step 1: Update Sharing

D-PSGD 𝐔𝐩𝐝𝐚𝐭𝐞: 𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 − 𝜂 𝑔𝑖
𝑡 +

1

𝜂
σ𝑗∈𝑁(𝑖)𝑤𝑖𝑗(𝑥𝑖

𝑡 − 𝑥𝑗
𝑡) 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒 𝑥′𝑠

Communicate model updates 𝒊. 𝒆., 𝒙𝒋
𝒕−𝒙𝒋

𝒕−𝟏

and store neighbors’ parameters as ෝ𝒙𝒋
𝒕−𝟏

Memory efficient implementation of this algorithm stores 𝑠𝑖 = σ𝑗∈𝑁(𝑖)𝑤𝑖𝑗 ො𝑥𝑗
instead of each neighbors’ copy separately

𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒 𝛿′𝑠𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 − 𝜂 𝑔𝑖
𝑡 +

1

𝜂
෍

𝑗∈𝑁 𝑖

𝑤𝑖𝑗 ∗ (𝑥𝑖
𝑡 − ො𝑥𝑗

𝑡) and ො𝑥𝑗
𝑡 = ො𝑥𝑗

𝑡−1 − 𝜂𝛿𝑗
𝑡

Idea: Share model updates rather than model parameters by keeping track 
of neighbors’ model parameters

𝛿𝑖
𝑡

Copy of neighbors’ parameters 

( ො𝑥𝑗
𝑡 = 𝑥𝑗

𝑡 )

-- Local update
-- Gossip update

Model update 
= local update + gossip update
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Step 2: Incorporate Tracking

Modified D-PSGD 𝐔𝐩𝐝𝐚𝐭𝐞: 𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 − 𝜂𝛿𝑖
𝑡 𝑎𝑛𝑑 𝛿𝑖

𝑡 = 𝑔𝑖
𝑡 +

1

𝜂
σ𝑗∈𝑁(𝑖)𝑤𝑖𝑗 ∗ (𝑥𝑖

𝑡 − ො𝑥𝑗
𝑡)

𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒 𝛿′𝑠

Add tracking to variable δ

𝑥𝑖
𝑡+1= 𝑥𝑖

𝑡 − 𝜂𝑦𝑖
𝑡 𝑎𝑛𝑑 𝑦𝑖

𝑡 = ෍

𝑗∈𝑁(𝑖)

𝑤𝑖𝑗 ∗ 𝑦𝑗
𝑡−1 + 𝛿𝑖

𝑡 − 𝛿𝑖
𝑡−1

𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒 𝑦′𝑠

Scaling and reference correction

𝐆𝐥𝐨𝐛𝐚𝐥 𝐔𝐩𝐝𝐚𝐭𝐞 𝐓𝐫𝐚𝐜𝐤𝐢𝐧𝐠:

Scaling 
factor

Reference 
correction

𝑦𝑖
𝑡 = 𝛿𝑖

𝑡 + 𝜇 ෍

𝑗∈𝑁(𝑖)

𝑤𝑖𝑗 ∗ (𝑦𝑗
𝑡−1 +

1

𝜂
(𝑥𝑖

𝑡 − ො𝑥𝑗
𝑡)) − 𝛿𝑖

𝑡−1

𝑥𝑖
𝑡+1= 𝑥𝑖

𝑡 − 𝜂𝑦𝑖
𝑡

5/15



Convergence Guarantees 

➢ Objective: Minimize global loss function 𝑓 𝑥 distributed across n agents

min
𝑥
𝑓 𝑥 =

1

𝑛
σ𝑖=1
𝑛 𝑓𝑖 𝑥 where 𝑓𝑖 𝑥 = 𝔼𝑑𝑖~𝐷𝑖

𝐹𝑖(𝑥, 𝑑𝑖)

➢ Assumptions

1. Lipschitz Gradients:  The loss function on each agent is L-smooth i.e., ∇𝑓𝑖 𝑦 − ∇𝑓𝑖 𝑥 ≤ 𝐿 | 𝑦 − 𝑥 |

2. Bounded Variance:    𝔼𝑑~𝐷𝑖
||∇𝐹𝑖 𝑥, 𝑑 − ∇𝑓𝑖 𝑥 ||2 ≤ 𝜎2 and     

1

𝑛
σ𝑖=1
𝑛 || ∇𝑓𝑖 𝑥 − ∇𝑓(𝑥)||2 ≤ 𝜁2

3. Doubly Stochastic Mixing Matrix (W):  𝜆1 = 1, 𝑚𝑎𝑥 𝜆2 , 𝜆𝑛 ≤ 1 − 𝜌 < 1

➢ We show that GUT achieves linear speed up with a convergence rate of 𝒪
1

𝑛𝑇
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Experimental Setup

Datasets

o CIFAR10

o CIFAR100

o Fashion MNIST

o Imagenette

Models

o ResNet-20

o VGG 11

o LeNet-5

o MobileNet-V2

➢ All the hyperparameters are synchronized across the nodes

➢ Stopping criteria: Fixed number of epochs

➢ The results are averaged over 3 seeds

➢ Dirichlet Distribution: Smaller the α, larger the heterogeneity in the data distribution

Graph Topology

Ring

o 16-40 nodes (2 peers)

Dyck

o 32 agents (3 peers)

Torus

o 32 agents (4 peers)
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1x Communication D-PSGD: Assumes IID distributions

Relay-SGD: Works on spanning trees

D2: Not compatible for all graphs

QGM: Uses quasi-global momentum

NGMmv : Compute Heavy

Global Update Tracking (this work)

Comparison with existing techniques

Baseline for GUT

Can be used in synergy

Decentralized Learning Algorithms

D-PSGD + QGM: QG-DSGDm is compared with GUT+QGM: QG-GUTm
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Results: CIFAR-10 

40

50

60

70

80

90

alpha=1 alpha=0.1 alpha=0.01 alpha=1 alpha=0.1 alpha=0.01

CIFAR-10 trained on ResNet-20 over ring topology with varying degree of skew

16 agents 32 agents

1.2% average improvement over QG-DSGDm
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Results: Various DatasetsResults: Various Datasets and Graph Topologies

Generalizability:

o Compare QG-GUTm with QG-DSGDm
o Various graph topologies: 1.5% improvement on an average
o Various datasets: 2.5% improvement on an average

Analysis of CIFAR-10 trained on ResNet-20 over various graph topologies

Analysis of various datasets trained over ring topology with 16 agents
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Ablation Study

CIFAR-10 dataset trained on ResNet architecture over ring topology

Scalability:

o Compare QG-GUTm with QG-DSGDm
o Number of agents: 1.7% improvement on an average
o Depth of ResNet: 1.4% improvement on an average
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Analysis of overheads

Overheads comparison

o No communication overhead

o 𝒪 1 memory overhead in terms of model 

o Minimal compute overhead – less than 2% for compact models

o Memory and compute overheads are independent of graph type and size

Memory and compute overhead incurred per agent during training
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Summary 

Proposed Global Update Tracking

✓ Generate a proxy to gradient tracking variable utilizing shared model updates of 

the neighborhood

✓ No communication overhead 

✓ 𝒪 1 memory overhead

✓ Exhaustive experiments show the efficiency, scalability and generalizability of the 

proposed method 

✓ Performance improvement of 1-6% on non-IID data over the current SoTA

✓ Theoretically show that GUT has same convergence rate as the state-of-the-art 

decentralized methods.
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Conclusion

1x communication

2x communication

• CCL: Cross-feature Contrastive loss
• CGA: Cross Gradient Aggregation
• D-PSGD: Decentralized Parallel 

Stochastic Gradient Descent
• GT: Gradient Tracking
• GUT: Global Update Tracking
• MT: Momentum Tracking
• NGMdv: Neighborhood Gradient Mean    

(data variant)
• NGMmv: Neighborhood Gradient Mean 

(model variant)
• QGM: Quasi Global Momentum
• QG-GUTm: GUT + QGM
• Relay SGD

Compute overhead
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CGA

NGMdv

NGMmv

QG-GUTm

MT

GUT

GT

CCL

QGM

Tracking 
variable 

computation

𝑛𝑖
forward 
passes

𝑛𝑖
forward + backward

passes

𝑚𝑠

2𝑚𝑠

3𝑚𝑠

D-PSGD

Relay SGD

CCL + QGM
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Thank You!


