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 Research Question

• Let x = 𝑋1, … , 𝑋𝑝
𝑇
∈ ℝ𝑝 and 𝐲 = 𝑌1, … , 𝑌𝑞

𝑇
∈ ℝ𝑞 be two random vectors,

H0: x is independent of 𝐲 ,

H1: x is not independent of 𝐲 .

 Value of Research 

• The problems of measuring nonlinear dependence between x and 𝐲 and 
testing for their independence are fundamental and have a wide range of 
applications in statistics and machine learning.
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Introduction



𝒑 grow much faster than 𝒏𝒑 is fixed

𝑝/n
𝒑 = o( 𝒏)

Distance correlation can capture 

nonlinear relationship under a specific 

alternative hypothesis

(Gao et al., 2020)

Distance correlation / HSIC can only detect 

componentwise linear dependences

(Zhu et al., 2020)

Distance correlation (Szekely et al., 2007)

HSIC (Gretton et al., 2007)

No researcher has filled the gap between these two scenarios. 
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Related Literature 

Mot i va t i on : So we want to bridge the gap between these two scenarios and provide

statistical insights into the performance of HSIC when the dimensions grow at different rates.
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HSIC 𝐱, 𝐲 = 𝐸{𝐾 𝐱1, 𝐱2 𝐿 𝐲1, 𝐲2 } + 𝐸{𝐾 𝐱1, 𝐱2 }𝐸{𝐿 𝐲1, 𝐲2 } − 2𝐸 𝐸{𝐾 𝐱1, 𝐱2 𝐱1}𝐸{𝐿 𝐲1, 𝐲2 𝐲1} .

Preliminaries 

 The squared Hilbert-Schmidt norm

 The squared sample Hilbert-Schmidt norm

hCorr𝑛
2 𝐱, 𝐲 =

HSIC𝑛 𝐱, 𝐲

HSIC𝑛 𝐱, 𝐱 HSIC𝑛 𝐲, 𝐲
.

 The squared sample Hilbert-Schmidt correlation

HSIC𝑛 𝐱, 𝐲 =
1

𝑛 𝑛 − 1
෍

(𝑖1,𝑖2)

𝐾 𝐱𝑖1，𝐱𝑖2 𝐿 𝐲𝑖1，𝐲𝑖2 −
2

𝑛 𝑛 − 1 𝑛 − 2
෍

𝑖1,𝑖2,𝑖3

𝐾 𝐱𝑖1，𝐱𝑖2 𝐿 𝐲𝑖1，𝐲𝑖3

+
1

𝑛 𝑛−1 𝑛−2 𝑛−3
σ 𝑖1,𝑖2,𝑖3,𝑖4

𝐾 𝐱𝑖1，𝐱𝑖2 𝐿 𝐲𝑖3，𝐲𝑖4 .
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 The asymptotic properties of the HSIC based test under the null hypothesis.

 It greatly expedites the implementation of HSIC based tests because no additional 

permutations are required to decide critical values.

Asymptotic properties in High Dimensions
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 The power performance of the HSIC based test under the alternative hypothesis.

 The two assumptions of Theorem 2. 

 Theorem 2 guarantee that the HSIC based test can have nontrivial power in high 

dimensions together as long as the signal strength does not decay to zero too fast.

Asymptotic properties in High Dimensions
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We expand HSIC 𝐱, 𝐲 at the population level

 The Theorem 3 characterizes the changing process of the ability to measure nonlinear 

dependence in high dimensions for HSIC.

Statistical Insights in High Dimensions 
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𝑛1/2𝑝𝜿𝐱/2𝑞𝜿𝐲/2HSIC 𝐱, 𝐲 → ∞

𝒑(𝒔−𝟏)𝜿𝐱 = o(n)

The dependence structures 

within covariates

Dimensionality

Sample size

The association type 

between random vectors

𝒑(𝒔𝟏−𝟏)𝜿𝐱𝒒(𝒔𝟐−𝟏)𝜿𝐲 = o(n)

Theorem 2 and Proposition 1 

Theorem 3 HSIC based test have 

asymptotic power 1

Statistical Insights in High Dimensions 
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Example 1. Let 𝑛 = 100, Σ𝐱 = 𝐈𝑝×𝑝 and Σ𝐲 = 𝐈𝑞×𝑞 , we generate 𝐱 = 𝑋1, … , 𝑋𝑝
𝑇
∈ ℝ𝑝and 𝐲 = 𝑌1, … , 𝑌𝑞

𝑇
∈

ℝ𝑞 and 𝐱∼ N(0, Σ𝐱) and 𝐲∼ N(0, Σ𝐲) be independent. We consider two scenario : (1) 𝑞 =1 and vary 𝑝 from {5, 

25, 100}; (2) 𝑝 = 𝑞 = 𝑑 and vary 𝑑 from {2, 5, 10}. 

Numerical Studies  
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Example 2. Let 𝑛 =100, Σ𝐱 = 0.5 𝑖−𝑗
𝑝×𝑝

, we generate 𝐱 = 𝑋1, … , 𝑋𝑝
𝑇
∈ ℝ𝑝 and 𝐱 ∼ N(0, Σ𝐱), fix 𝑞 = 1 and 

vary 𝑝 from {30, 50, 100, 200, 500, 1000}, The independent error term ε follows standard normal distribution 

and the univariate response Y is generated through

Model (I)：

Model (II)：

Model (III)：

𝑌 = 𝑋1 +⋯+ 𝑋𝑝 + 𝜀;

𝑌 = 𝑋1
2 +⋯+ 𝑋𝑝

2 + 𝜀;

𝑋2𝑘−1, 𝑋2𝑘
𝑇 ∣ 𝑌 ∼ 𝑁 𝟎 𝜌𝑘, 𝑌

𝑖−𝑗

2×2
, 𝑘 = 1,… , Τ𝑝 2.

Numerical Studies  
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Example 3. Let 𝑛 =100, Σ𝐱 = 0.5 𝑖−𝑗
𝑝×𝑝

, we generate 𝐱 = 𝑋1, … , 𝑋𝑝
𝑇
∈ ℝ𝑝 and 𝐱 ∼ N(0, Σ𝐱). We set 𝑝 = 

𝑞 = 𝑑 and vary d from {6, 10, 20, 50, 100, 200}. The independent error terms ε1, . . . , ε𝑑 are generated from 

𝑑 independent standard normal distributions and the 𝐲 = 𝑌1, … , 𝑌𝑑
𝑇 is generated through

Model (IV)：

Model (V)：

Model (VI)：

𝑌𝑗 = 𝑋𝑗 + ε𝑗, 𝑗 = 1,… , 𝑑;

𝑌𝑗 = 𝑋𝑗
2 + ε𝑗 , 𝑗 = 1, … , 𝑑;

𝑋2𝑘−1, 𝑋2𝑘
𝑇 ∣ 𝐲 ∼ 𝑁 𝟎 ρ𝑘, 𝐲

𝑖−𝑗

2×2
, 𝑘 = 1,… , Τ𝑑 2.

Numerical Studies  
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 There exists dependences between the monthly mean stock prices of the energy sector and 

the raw material sector from the results.

Gaussian kernels p-values: 2.031 × 10−10

Laplacian kernels p-values: 2.749 × 10−9

RV coefficient p-values: 2.02 × 10−4

 The average stock returns for other software companies may change depending on how the 

leading software companies perform.

Gaussian kernels p-values: 7.438 × 10−5

Laplacian kernels p-values: 4.954 × 10−6

RV coefficient p-values: 0.0584

𝐱：Stock returns series of 224 companies 

from the raw material sector.
𝐲：Stock returns series of 214 companies 

from the energy sector.

𝐱：Stock return series of Mercado Libre 

and Microsoft.
𝐲：Stock returns series of 259 software 

& service companies.

Real Data Applications  
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 The asymptotic null distribution of a rescaled HSIC is a standard normal in the high 
dimensional setting.

 The general condition for the HSIC based tests to have power asymptotically 
approaching one. 

 This condition depends on the sample size, the covariate dimensions, the dependence 
structures within covariates, and the association types between x and y.

Conclusions  



THANK YOU

PPT模板下载：www.1ppt.com/moban/     行业PPT模板：www.1ppt.com/hangye/ 

节日PPT模板：www.1ppt.com/jieri/           PPT素材下载：www.1ppt.com/sucai/

PPT背景图片：www.1ppt.com/beijing/      PPT图表下载：www.1ppt.com/tubiao/      

优秀PPT下载：www.1ppt.com/xiazai/        PPT教程： www.1ppt.com/powerpoint/      

Word教程： www.1ppt.com/word/              Excel教程：www.1ppt.com/excel/  

资料下载：www.1ppt.com/ziliao/                PPT课件下载：www.1ppt.com/kejian/ 

范文下载：www.1ppt.com/fanwen/             试卷下载：www.1ppt.com/shiti/  

教案下载：www.1ppt.com/jiaoan/        PPT论坛：www.1ppt.cn


	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13
	幻灯片 14
	幻灯片 15

