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Introduction

¾The recent success of vision-language (VL) pre-trained models on multimodal tasks 
have attracted broad attention from both academics and industry. However, the 
adversarial robustness is still relatively unexplored.

¾Therefore, we ask the following question: Can we generate adversarial
perturbations on a pre-trained VL model to attack various black-box downstream 
tasks fine-tuned on the pre-trained one ?



Introduction

¾Task-specific challenge:  The attack mechanism needs to be general and work for 
attacking multiple tasks.

¾Model-specific challenge:  The attack method needs to automatically learn the 
transferability between pre-trained and fine-tuned models on different modalities



VLATTACK

¾Single-modal Level Attack: Attacking using a “from image to text” order as the 
former can be perturbed on a continuous space. Image Attack: BSA. Text Attack: 
BERT-Attack[1].

¾Multi-modal Level Attack: Cross-updating image and text perturbations at the 
multimodal level based on previous outputs. 

[1] Li, Linyang, et al. "BERT-ATTACK: Adversarial Attack Against BERT Using BERT." EMNLP 2020.



Block-wise Similarity Attack (BSA)



Algorithm Details



Experimets



Conclusion

¾Explore the adversarial vulnerability across pre-trained and fine-tuned VL 
models.

¾We propose VLATTACK to attack from different levels.

¾Extensive experiments on five VL models and six tasks.

¾Currently, our research problem is formulated by assuming the pre-trained 
and downstream models share similar structures. The adversarial 
transferability between different pre-trained and fine-tuned models is worth 
exploring, which we left to our future work.
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