
Learning Generalizable Agents via Saliency-Guided 

Features Decorrelation



The different between training tasks and testing tasks

• Two types of variations

(a) Testing tasks with

changed task-irrelevant features
(b) Training tasks

(c) Testing tasks with

changed task-relevant features

𝑎∗ 𝑎∗

• Task-irrelevant features: background noises

• Task-relevant features: robot configurations
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Motivation

(a) Semantics of images are correlated with backgrounds

Cat

x 2

x 2/3

a*

x 2

x 2/3

Background

noise

Cat

a*

(b) Semantics of images are independent of backgrounds
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Experimental settings

An testing environment

with unseen robot parameters
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Training environments 
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Experimental results
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Visualization of the weighted data
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(a) 20 states from environments with different background

(b) 20 states from environments with different robot parameters



Limitations

• SGFD relies on stacking consecutive frames to approximate a fully observable condition

• SGFD relies on a powerful encoder model to extract the features from the high-

dimensional images

Future work

• How to generalize quickly when changing features cannot be directly observed (partially

observable)?

• Can feature decorrelation assist encoder training?



Thanks for your listening

Email: huangsl21@mails.jlu.edu.cn
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