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Evolution State Estimation
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Summary of Contribution

• Provides a method to approximate the von Neumann entropy for temporal networks. 

• Introduces a new perspective to encode evolution aware node representations using the von 
Neumann entropy aware attention mechanism and virtual evolution node representation 
learning.   

• Proposes a novel Mixture of Thermodynamic Experts Decoder which can recognize temporal 
network evolution states adaptively. 



Von Neumann Entropy

• VNE is a representation of structures widely used to characterize the salient features of quantum 
systems. 

• Using quantum analogy, the interpretation of the normalised Laplacian as a density matrix opens 
up the possibility of computing the von Neumann entropy in networks.



Approximate Von Neumann Entropy for Temporal Networks

• The dynamic nature of the temporal network
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• The dynamic nature of the temporal network

Solution: 
(1)Select a specific time interval for the temporal network and aggregate edge weights or 
frequencies over this interval. 

(2)The number of occurrences within the chosen time frame determines the strength of an edge.
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Approximate Von Neumann Entropy for Temporal Networks

• The computationally expensive time complexity of obtaining the Laplacian eigenvalues.



Approximate Von Neumann Entropy for Temporal Networks

• The computationally expensive time complexity of obtaining the Laplacian eigenvalues.

Solution:
(1) Taylor expansion for and keep the first 

item 

(2) Using the nature of normalized Laplacian 
matrix



Evolution States Aware Graph Encoder

1) Von Neumann Entropy Aware Attention Mechanism



Evolution States Aware Graph Encoder

2)  Virtual Evolution Node Representation Learning

The change of virtual evolution is instantaneous. View the 
evolution process as an isochoric process in the network.

The thermodynamic temperature of the virtual evolution path 
can be computed.

+ query edge (u,v,t)



Time Complexity：            , where      can be replaced with 
the neighborhood size under the sampling setting.

Mixture of Thermodynamic Experts Decoder

Evolution State Feature Extractor:

Computing thermodynamic vector that includes vNE of 
original and virtual evolution graphs and thermodynamic 
temperature of the virtual evolution path.



Performance

Link Prediction

Ablation Study



Qualitative Analysis

Approximate von Neumann entropy can help 

model to understand network evolution structure. 
Degree distribution
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