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Background

2

What are anomalies?

Anomalies (outliers, novelties): Samples that are signficantly different 
from the most of the data



Background
Graph Anomaly Detection (GAD), which aims to identify rare 
observations in graphs, has attracted more attention nowadays

Social network  Web client-serverBank transaction



• Data Reconstruction-based Approach

Related Work

• Self-supervised Approach

• DOMINATE
• AnomalyDAE
• ComGA

• CoLA
• SL-GAD
• HCM-A

Proxy classification or contrastive learning 
task



Motivation(1/2)

One-class homophily 

This anomaly-discriminative property is ignored by existing GAD such 
as data reconstruction, self-supervised training.

Normal nodes tend to have strong 
connection/affinity with each other, 
while the homophily in abnormal 
nodes is significantly weaker than 
normal nodes



Motivation(2/2)

Optimizing on the original graph structure can be biased by 
non-homophily edges (i.e., edges  connecting normal and 
abnormal nodes). 

Ø Irrelevant attributes and 
camouflage

Ø Normal and abnormal 
nodes are oversmoothing 



• Purpose

 Given a graph                     learn a score function 



 


otherwise
vf

y i
i 0

)(1 

where  �� denotes the label of sample  with 0 being the 
normal class and 1 the anomalous class.

• Evaluation AUROC, AUPRC

( , , )G  XV E

Problem Statement

iyf V:



Local Node Affinity as Anomaly Measure 
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A new perspective to quantify the normality/abnormality of nodes, 
enabling a much simpler anomaly scoring than existing popular measures such as 
the reconstruction error
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One-class homophily 



Methodolgy  

oLocal Affinity Maximization on Graph
oNormal Structure-preserved Graph Truncation

Our TAM Framework



Local Affinity Maximization Networks (LAMNet)
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Maximizing the local affinity Regularization term

Affinity maxmization objective function 

The optimization can be largely biased by non-homophily edges



Normal Structure-preserved Graph Truncation (NSGT)
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NSGT takes a probabilistic approach and 
performs the graph truncation

It is considered as a non-homophily edge and 
removed if and only if  the distance between 
node �� and ��

(a) and (b) are respectively the Euclidean 
distance statistic N-N and N-A (c) Homophily 
of normal nodes vs. (d) the number of non-
homophily edges with increasing truncation 
iterations/depths
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 Training 
NSGT performs a sequentially iterative truncation rather than a 
single-pass truncation.

   1 2, , , K A A AA1i i E E

We train a LAMNet on each of  the � sequentially truncated adjacency matrices
in �, resulting in K LAMNets parameterized by                          for various truncation 
depths. 
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We perform NSGT � times independently, resulting in � sets of the truncated 
adjacency matrix set  

� × � LAMNets
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How do we know which step is optimal ? 



Inference - Anomaly Scoring 

Local node affinity-based anomaly score
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The weaker the local node affinity in the representation under 
various graph truncation scales, the larger the anomaly score the 
node �� has

Local affinity score calculation based on 
the original structure



Experiments    

Datasets Type R\I Node Edge Attribute Anomaly
BlogCatalog Soical Network I  5,196 171,743  8,189 5.77%

ACM Citation Network I 16,484 71,980 8,337 3.67%
Amazon Co-review R 11,944 175,608 25 6.66%

Facebook Co-review R 4,039 88,234 576 0.67%

Reddit Social Network R 10,984 175,608 64 3.33%

YelpChi Transaction Record R 45,954 49,315 32 2.65%
Amazon-all Co-review R 11,944 4,398,392 25 9.50%
YelpChi-all Transaction Record R 45,954 3,846,979 32 14.50%
T-Finance Transaction Record R 39,357 21,222,543 10 4.6%

OGB-protein Biology Network I 10,984 168,016 64 3.3%

Dataset Real-world and large-scale GAD datasets 



Performance Evaluation : Comparing to the state-of-
the-art
Table 1: AUROC and AUPRC results on six real-world GAD datasets with injected/real anomalies.



Performance Evaluation: Large-scale graph

TAM can perform consistently 
well on these large-scale 
datasets and outperforms four 
comparing methods including 
reconstruction-based and 
contrastive-based methods

Table2 : Results on large-scale graphs

 It further shows anomaly-discriminative property can be well 
utilized effectively in TAM.



Performance Evaluation: Structural and contexual 
anomaly

Compared to contextual 
anomalies, it is significantly more 
challenging to detect structural 
anomalies, for which TAM 
outperforms all three methods in  
both AUROC and AUPRC

Table 3: AUROC and AUPRC results of detecting 
structural and contextual anomalies.



Performance Evaluation:  TAM vs. Raw/Generic 
Node Representation Space

o Raw Attribute (RA)

o Deep Graph InfoMax

o Graph Mutual Informaltion 
Maximization

Table 4: Using local node affinity on raw attributes 
(RA) and learned representation spaces.



Performance Evaluation : Comparing to the 
alternative approaches 

o Raw Truncated Affinity (RTA) directly 
calculates the local affinity-based 
anomaly scores after NSGT 

o DOM performs LAMNet but with our 
affinity maximization objective 
replaced by the reconstruction loss 
used in DOMINANT

o Raw Graph (RG) performs affinity 
maximization on the original graph 
structure without any graph truncation

o Drop (ED) randomly drops some edges 
(5% edges by default)

o  Similarity Cut (SC) (removing 5% least 
similar edges).



Performance Evaluation : Comparing different 
anomaly scoring and truncation

q TAM-T calculates the node affinity  on 
the truncated graph structure rather 
than the primary graph structure as in 
TAM

q  Degree directly uses results w.r.t. graph 
truncation depth K. the node degree 
after our graph truncation as anomaly 
score

Aggregating the anomaly scores helps 
largely improve the detection performance



Limitation

Datasets with strong heterophily relations/subgraphs of normal 
nodes

TAM cannot directly handle primarily isolated nodes in a graph, 
though those isolated nodes are clearly abnormal if they are rare 
and the other nodes are connected to at least some nodes

v Primarily Isolated Node

v Anomaly Dense Block 

v Memory
TAM  may require a large memory to perform on graphs with a 
very large node/edge set.



Conclusions and Future Work

We utilize this property to introduce a novel unsupervised GAD 
measure, local node affinity, and further introduce a truncated 
affinity  maximization (TAM) approach that end-to-end optimizes 
the proposed anomaly measure on truncated adjacency  matrix 
with the non-homophily edges eliminated. 

Make it adapt to more large-scale datasets and more 
complex experimental setting. 

Work to be done . . .


