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Motivation: Real-world interest in finding optimal dosage combinations

Dosage combinations in medicine

Constraints

▪ Multiple simultaneously assigned treatments with dosages

▪ Joint effects (drug-drug interactions)

▪ Applications: combination therapies for cancer, mechanical ventilation at ICU

Goal

▪ Finding optimal individualized dosage combinations

▪ Accurate dose-response estimation taking joint effects into account

▪ Scalability

▪ Reliable dosing recommendations

Tackle the challenge with causal inference
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Inherent challenges
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Observational data

Areas with limited overlap (low data support)

in the covariate-treatment space

Modeling the joint effect of 

multiple continuous treatments
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Method: Reliable Off-Policy Learning for Dosage Combinations



• Representation network for learning 

representations of high-dimensional patient 

features

• Tailored prediction head

• Expressiveness: Influence of dosages not lost in 

high-dimensional feature space

• Smoothness: Model non-linear dose-response 

surface across treatments smoothly
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1. DCNet for estimating the individualized dose-response function 



• Neural spline flows for flexible estimation of 

multimodal densities

• Masked autoregressive networks for 

multidimensional conditional density estimation

Advantages:

• Universal density approximators

• Properly normalized

• After training constant inference time
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2. Conditional normalizing flows for estimating the GPS



• Objective

• Can be solved by gradient descent-ascent wrt. to 

train loss

• No guarantee for global convergence in the non-

convex optimization problem → select best out of 

k runs wrt. validation loss
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3. Reliable Policy Learning



Semi-synthetic datasets from medicine

• MIMIC-IV

• Patients in ICU stay under mechanical ventilation

• T = ventilation parameters

• TCGA

• Gene expression data from cancer patients

• T = drug combinations at chemotherapy
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Experiments
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