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Background

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• Domain adaptation (DA) aims to transfer knowledge from label-rich source 
domains to label-scare target domains where domain shift exists.

⟹ learn domain-invariant feature representations
⟹ moment matching methods
⟹ adversarial learning methods
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SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• The most essential challenge of DA is how to find a suitable utilization of 
intra-domain information and inter-domain information to properly align 
target samples.

⟹ discriminate data samples of different categories within a domain to the 
greatest extent possible (intra-domain, discriminability)

⟹ learn transferable features across domains with the existence of domain 
shift (inter-domain, transferability)



Background

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• Adversarial learning methods implicitly mitigate the domain shift by driving 
the feature extractor to capture indistinguishable features and fool the 
domain classifier.

• Remarkable transferability of some adversarial learning DA models is 
enhanced at the expense of worse discriminability.

⟹ Trade-off between transferability and discriminability



SPA Framework

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation
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• Dynamic graph construction
• Graph spectral alignment
• Neighbor-aware propagation
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?
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• By constructing graphs based on images or text data, both intra-domain 
relations and inter-domain relations can be exploited.

• Our self-correlation graphs are constructed on source features 𝑓𝑓𝑠𝑠 = 𝐹𝐹(𝑥𝑥𝑠𝑠)
and target features 𝑓𝑓𝑡𝑡 = 𝐹𝐹(𝑥𝑥𝑡𝑡) respectively.

⟹ Source domain graph 𝒢𝒢𝑠𝑠 = (𝒱𝒱𝑠𝑠,ℰ𝑠𝑠)
⟹ Target domain graph 𝒢𝒢𝑡𝑡 = (𝒱𝒱𝑡𝑡 ,ℰ𝑡𝑡)

Dynamic graph construction

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

? inter-domain information
? intra-domain information



Graph spectral alignment

• To align the distributions of the source and target domains, we prefer 
implicit graph alignment, avoiding multiple stages of explicit graph matching. 

• Inspired by graph Laplacian filters, we propose the definition of spectral 
distances, projecting domain graphs into eigenspaces and aligning these 
graphs based on their eigenvalues.

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation



Graph spectral alignment

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• The graph spectral alignment penalty is defined as 𝓛𝓛𝑔𝑔𝑔𝑔𝑔𝑔 = 𝜎𝜎(𝒢𝒢𝑠𝑠, 𝒢𝒢𝑡𝑡), which
measures the discrepancy of two graphs on spectrum space.

• Minimizing this penalty decreases the distance of source domain graphs
and target domain graphs.

 inter-domain information
? intra-domain information



Neighbor-aware propagation

• The well-trained source domain naturally forms tight clusters in the latent 
space. After aligning via the aforementioned graph spectral penalty, the rich 
topological information is coarsely transferred to the target domain. 

• We perform further fine-grained intra-domain alignment by encouraging 
message propagation within the target domain graph.

• The normalized probability �𝑞𝑞𝑖𝑖,𝑐𝑐 is yielded from voted probability 𝑞𝑞𝑖𝑖,𝑐𝑐 = ∑𝑝𝑝𝑗𝑗,𝑐𝑐
𝑚𝑚 , 

where 𝑝𝑝𝑖𝑖𝑚𝑚 denotes sample probability stored in the memory bank

𝓛𝓛𝑛𝑛𝑛𝑛𝑛𝑛 = −𝛼𝛼 ⋅
1
𝑁𝑁𝑡𝑡
�
𝑖𝑖=1

�𝑞𝑞𝑖𝑖,�𝑦𝑦𝑖𝑖 log𝑝𝑝𝑖𝑖,�𝑦𝑦𝑖𝑖
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 inter-domain information
 intra-domain information



Transferability vs. Discriminability

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation



Experiments

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• DomainNet for inductive UDA
• SPA consistently outperforms than various of DA methods with the average 

accuracy of 61.2%, which is 8.6% higher than the recent work Leco, 
demonstrating the superiority of SPA in this inductive setting.



Experiments

SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

• OfficeHome for UDA
• This table shows the average accuracy of SPA is 75.3%, achieving the best 

accuracy, which is 2.6% higher than the second highest method FixBi and 2.7% 
higher than the recent work NWD 



SPA: A Graph Spectral Alignment Perspective for Domain Adaptation

 Propose a novel graph spectral alignment perspective for DA
 Balance inter-domain transferability and intra-domain discriminability
 Achieve SOTA performance in unsupervised DA and semi-supervised DA

Thanks!
Email: zhiqing.xiao@zju.edu.cn

Wechat: hello_crownx

Github: https://github.com/CrownX/SPA

mailto:zhiqing.xiao@zju.edu.cn
https://github.com/CrownX/SPA
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Thanks!


	SPA: A Graph Spectral Alignment Perspective for�Domain Adaptation
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11
	幻灯片编号 12
	幻灯片编号 13
	幻灯片编号 14
	幻灯片编号 15
	幻灯片编号 16
	幻灯片编号 17
	幻灯片编号 18
	Thanks!

