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Traditional Vector Search



Vector Set Search

Less obvious which set 
is the most similar to the 
query



Vector Set Search Problem

● Given set-to-set similarity function 
● E.g.

● Given N vector sets Si and query set 
● Find: 



Why do we care?

● Many objects can be better represented as collections of 
vectors!

● Document search: embed each word in each document
○ ColBERT (PLAID) gets SOTA 

● Problem: No existing efficient approximate algorithm like 
for single vector search



Solution: Dessert



Theoretical Query Latency

● Bruteforce:

● Ours:

● 1 - 𝞭  is probability of failure
● Elided dataset dependent constants
● Improved dependence on m and d

One time hashing cost, 
usually negligible

Cost to query all N sketches with 
each of the mq query vectors



Empirical Results: Synthetic Data



Empirical Results: MS MARCO (passage retrieval)

Results optimized for k = 10:

Results optimized for k = 1000:



Empirical Results: LoTTE (passage retrieval)



Future Work

● Can we build a vector-set search algorithm that is sublinear in N?
● What other data domains beyond passage retrieval can we try?

○ Image search: use pre-pooled embeddings
○ E-commerce: embed each item in a basket
○ Clustering: find most similar cluster to existing cluster

● What additional problems can be sped up with approximate set similarity 
calculations?
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