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Vector Set Search Problem

e Given set-to-set similarity function F(X,Y)
e E.Q.
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e Given N vector sets S; and query set Q
e Find:

S* = argmax F(Q, S;)
ie{1,...N}



Why do we care?

e Many objects can be better represented as collections of
vectors!
e Document search: embed each word in each document
o ColBERT (PLAID) gets SOTA
e Problem: No existing efficient approximate algorithm like
for single vector search
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People also ask

‘What is the basic process of information retrieval?
What s an example of an information retrieval system?
How does document retrieval work?

How does Al works in information retrieval?
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Solution: Dessert
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Theoretical Query Latency

e Bruteforce: O (mqud)

e Ours: O ({mq log(qum/d)Cl]+E'77/qN log(qum/Cs)})

e 1-0& is probaviny uOraitiee hashing cost, Cost to query all N sketches with
e Elided dataset depetsgeaiyotaatigibles each of the m  query vectors
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Empirical Results: Synthetic Data
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Empirical Results: MS MARCO (passage retrieval)

Results optimized for k = 10:

Results optimized for k = 1000:

Method Latency (ms) MRRQI10
DESSERT 9.5 35.7+1.14
DESSERT 15.5 372+ 1.14

PLAID 45.1 39.2 £ 1.15

Method Latency (ms) R@1000
DESSERT 22.7 95.1 +£0.49
DESSERT 32.3 96.0 £+ 0.45

PLAID 100 97.5 £ 0.36




Empirical Results: LOTTE (passage retrieval)
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Future Work

e Can we build a vector-set search algorithm that is sublinear in N?
e \What other data domains beyond passage retrieval can we try?
o Image search: use pre-pooled embeddings
o E-commerce: embed each item in a basket
o Clustering: find most similar cluster to existing cluster
e \What additional problems can be sped up with approximate set similarity
calculations?
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