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Contrastive Representation Learning

* Multi-modal Contrastive Learning

* Contrastive Language-Image Pre-training (CLIP) popularizes the large-scale vision-
language pre-training commonly equipping contrastive loss as a part of learning objective
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Contrastive Representation Learning

* Multi-modal Contrastive Learning

* Contrastive Language-Image Pre-training (CLIP) popularizes the large-scale vision-
language pre-training commonly equipping contrastive loss as a part of learning objective

* Language (caption) as an alternative view of a corresponding image, and vice versa

v align paired embeddings from two different modalities into single joint representation space
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Embedding Space Analysis

 Counterintuitive observation: pre-trained CLIP has separated embedding clusters

A little girl climbing
on red roping.

Woman having a
fancy dinner

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)




Embedding Space Analysis

 Counterintuitive observation: pre-trained CLIP has separated embedding clusters

A little girl climbing
on red roping.

Woman having a
fancy dinner

A dog is sitting
on the grass.

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)

* Concurrent work (in terms of ArXiv preprint) made similar findings: Modality Gap
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Embedding Space Analysis

 Counterintuitive observation: pre-trained CLIP has separated embedding clusters

A little girl climbing
on red roping.

Woman having a
fancy dinner

A dog is sitting
on the grass.

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)
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Embedding Space Analysis

» Uniformity-Alignment (Wang & Isola 2020)

* quantitative measurement of representation quality



Embedding Space Analysis

» Uniformity-Alignment (Wang & Isola 2020)
* quantitative measurement of representation quality

* Contrastive loss asymptotically maximizes uniformity and alignment

Theorem 1 (Asymptotics of Leontrastive)s FOr fixed T > 0,
as the number of negative samples M — oo, the (normal-
ized) contrastive loss converges to
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Embedding Space Analysis

» Uniformity-Alignment (Wang & Isola 2020)
* quantitative measurement of representation quality

* Contrastive loss asymptotically maximizes uniformity and alignment

Theorem 1 (Asymptotics of Leontrastive)s FOr fixed T > 0,
as the number of negative samples M — oo, the (normal-
ized) contrastive loss converges to

]\/}lm Econtrastive(f? T, M) - log M =
1
-= E [f(2)"f(y)] )

T (2,Y) ~DPpos

+ E [log E [ef@‘ff(z)/f]]

Unif-Align have strong correlation
with downstream task performances
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Embedding Space Analysis

* CLIP has limited uniformity-alignment and retains its bipartite embedding structure
whether being fine-tuned or not!

 This may constrict the transferability and robustness of the representation

pre-trained CLIP  fine-tuned CLIP
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Uniformity Alignment

Averaged on Flickr30k and MS COCO
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Understanding the Fine-Tuning of CLIP

* Why does CLIP preserve its bipartite structure (so called modality gap)
and fail to increase uniformity-alignment during fine-tuning?
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Understanding the Fine-Tuning of CLIP

* Why does CLIP preserve its bipartite structure (so called modality gap)
and poor uniformity-alignment during fine-tuning?

* Our arguments:

: i Alignment :=—E(z, ;) [If(z:) = 9(v:)lI3 — min || £(2:) — 9(we) 13 ]
By assuming vanishing temperature T, [ v Pk W]

Lcrp converges to triplet loss with zero-margin same as the negative relative alignment

AJ rm
C(1,750) = lim 3 —log — 2P T)/T)
r—0+ M im1 Zj:l exp ((11 . :l_‘?')/T)
1 M _|
=l 57 2 e (Ui T)/7) +log o (e T/ + > e (4 T3)/7) |

M [
o PN
= Tll_%lﬂr i E_l log 11+ E exp ((£; - 15) — (1; - li)/T)J

J#i

M [
! ]
= Tl'_liél+ i Zl()g 1+ | Z | exp ((£; - 15) — (£; - Ti)/T)J
i=1 i jeTJ(i,1,T)
(where J(i,1,7T) == {j|(L - 15) > (L; - 13)})
1 M 1
= lim i ; — max [lu;_xx(li -15) — (4 - 1.‘,»),()}
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Understanding the Fine-Tuning of CLIP

* Why does CLIP preserve its bipartite structure (so called modality gap)
and poor uniformity-alignment during fine-tuning?

* Our arguments:

[ Alignment :=—E, ;) [Ilf (2:) = 9(u)I3 — min 1/ (2:) — 9(w)1I3] ]

* By assuming vanishing temperature T,
Lcrp converges to triplet loss with zero-margin same as the negative relative alignment

* Lack of hard negative samples to encourage alignment further

1 : LT
C(I,T;0) = lim — Z —log A(]XP(( i z)/T)
r—0t+t M — Zj:l exp ((11 . :lj)/T)

1=

1 M

— lim —Z—(xp ((L; - 13)/7) + log [(xp((] -T3)/7) +Z(Xp (L; - 15 )/T)}

r—0+ M
JFi

J#i

Tli_%g%;log 1—|—Z(>xp((]i-'l}j)—(],;-'l})/T)} . . ‘
= 2 There 1s no incentive to enforce the
M . . .
~ lim - Slog |1+ Y exp((hi-1y) — (L-T)/ alignment without hard negatives
T—01 :

jeJ(i,1,T)
(where J(i,1,T
M

1 1
= lim \—Z—nnx [uux([ 1) — (Ii-j.,»),()]
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Robust Fine-Tuning with Geodesic Multi-Modal Mixup

* Geodesic Multi-Modal Mixup, m?-Mix

* Mixes the heterogeneous embeddings from two modalities (i.e., image and text)

 Use that mixtures as virtual hard negatives for the contrastive loss
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Robust Fine-Tuning with Geodesic Multi-Modal Mixup

* Geodesic Multi-Modal Mixup, m?-Mix
* Mixes the heterogeneous embeddings from two modalities (i.e., image and text)

 Use that mixtures as virtual hard negatives for the contrastive loss

FT
Txt
enc
B 1
.
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Img 1
enc 1 / J e
] 1 ‘ - FT w/ m*-Mix
Image T Label Pos. pair
Embeddlng Text - matrix Neg. PaIr =sssssaas

Geodesic —

~  _sin(A@) n I—)»sin((l —M)0)

mx(a@,b) = a n(0) sn(@) where 6 = cos (@ - b) and A ~ Beta(c, )

ensure that the mixture embeddings lie on the hypersphere
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Understanding the Fine-Tuning of CLIP with m?*-Mix

« Hard negative generation with m?-Mix

Theorem 4.1 (Hardness of m?-Mixed samples). Let’s assume that two random variables x;
and x2 follow the My(p1, k) and My(u2, k), von Mises—Fisher distribution with mean direction
1, o and concentration parameter r in R?, respectively. Let T = x1 + x2 and d = 2. Then,
Dy (p(z1)||p(%)) < Dir(p(xy)||p(x2)) for sufficiently large k.

 Corresponds to our intuition (supported by empirical results)

Text —» Image or Mixed Text —» Image or Mixed

mmm Original B Original
mmm Mixed (Ours) mmm Mixed (Ours)

Image - Text or Mixed Image — Text or Mixed

. - ]
¢ A 0.2 0.3 0.4 0.5 0.6 0.7 0.8 02 03 04 05 06 07 08 09
Similarity Similarity

Initial epoch Last epoch
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Understanding the Fine-Tuning of CLIP with m?*-Mix

« Contrastive Loss with m%-Mix converges to negative uniformity,
so complements the uniformity which is lack in L7 ;p

- 1 ¢ 2 X 1,‘ . T,
Cozix (1, T50) = lim — 3" —log —; exp((li - T)/7) (3)
=0t M . ZJ L exp ((L; - mix(1;,T5)/7)
M
— lim i —((I; - T3) /) + log |exp ((1; - T;)/T) + Z(“{ y ((£; - max(1;,T5))/7)
=0+ M 4 1 S i i AP A T 2
i i
| M
7Tl_i:(l)l- v;log l+;(\<p i-mix(l;, T;) — (1; - T3)) /1)

M [
1
= lim M Z log |1+ Zcxp (1; - max(1;, T'J)/T)]

70 — r
2 i J#1
(by assuming ([; - miz(1;,T})) > (i - T;) for all j # 1)

. 1 '
= lim 57 > log 3 exp (1 mia (1, T;)/7)
il J#i
~ lim —Uniformity(/, mixz(1;,T;);0) (for sufficiently large M)
T—=07
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Understanding the Fine-Tuning of CLIP with m?*-Mix

* By equipping our L_2_pgix With L¢1p, We can expect:
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Understanding the Fine-Tuning of CLIP with m?*-Mix

* By equipping our L_2_pgix With L¢1p, We can expect:
* Enhanced alignment through hard-negative-based contrastive learning

Theorem 4.1 (Hardness of m?-Mixed samples). Let’s assume that two random variables x,
and o follow the My(u1, k) and My(pz, k), von Mises—Fisher distribution with mean direction
1, o and concentration parameter k in RY, respectively. Let * = x1 + x2 and d = 2. Then,
D1 (p(x1)||p(z)) < Dir(p(z1)||p(z2)) for sufficiently large k.

Acaris driving Woman having

a fancy dinner
Three men ©n the road. Alittle girl climbing

on red roping.

on a large rig
A dog is sitting
on the grass.

Two friends enjoy
time spent taget)lei

1

19



Understanding the Fine-Tuning of CLIP with m?*-Mix

* By equipping our L_2_pgix With L¢1p, We can expect:
* Enhanced alignment through hard-negative-based contrastive learning

Theorem 4.1 (Hardness of m?-Mixed samples). Let’s assume that two random variables x,
and o follow the My(u1, k) and My(pz, k), von Mises—Fisher distribution with mean direction
1, o and concentration parameter k in RY, respectively. Let * = x1 + x2 and d = 2. Then,
D1 (p(x1)||p(z)) < Dir(p(z1)||p(z2)) for sufficiently large k.

* Approximately maximizing uniformity and alignment, simultaneously

Proposition 4.2 (Limiting behavior of Lcpp with m?-Mix). For sufficiently large M, as the tem-
perature of contrastive loss T — 07, the Lepp and L2, converges to the triplet loss with
zero-margin (i.e., corresponding to negative Alignment) and negative Uniformity, respectively. That
is: lim,_,o+ Lepp + Lonz-mic =~ — (Alignment + Uniformity)
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Uni-Modal Mixups for Multi-Modal Contrastive Learning

* Representation learning can be further robustified with uni-modal Mixups

CLIP V-Mix VL-Mix m?-Mix
Txt Txt
Txt Txt enc enc
ERY enc [ | | A . 1A
- A 1A - A 1A 1A A
1 l A 1A I 1 1
Img L Img Al Img _ + 1 Img 1
enc 1 enc | A enc 1 enc 1
I 1 I 1A A I 1 I 1

Overwrite original neg. logit Overwrite original neg. logit Overwrite original pos. logit

Embedding ™28° Bl Label
Text | matrix

Pos. pair Neg. pair ======'

« Complete learning objective, m3-Mix (multiple multi-modal Mixup)

‘C7n3-Mix - EC'LIP + cmz-Mix + Euni-Mix + LVL--Mix
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Key Results

* Cross-modal retrieval (left: CLIP, right: BERT-RN50)

Flickr30k MS COCO Flickr30k
i—t t—i i—t t—1i i—t t—i

R1 R5 R1 R5 R1 R5 R1 R5 R1 R5 R1 R5
A 71.1 90.4 68.5 88.9 31.9 56.9 28.5 53.1 ZS 0.1 0.4 0.1 0.2
ES [27] 71.8 90.0 68.5 88.9 31.9 56.9 28.7 530 ES[27] 0.1 0.5 0.2 0.2
FT 81.2 95.4 80.7 95.8 36.7 63.6 36.9 639 FT 28.7 61.7 26.7 59.4
FT (7 = 0.05) 824 95.1 82.1 95.7 40.2 68.2 41.6 699 FT(r = 0.05) 315 64.2 29.2 61.4
FT (= = 0.10) 75.7 93.9 78.0 92.9 34.2 62.7 36.7 642 FT(r = 0.10) 30.0 62.7 30.1 60.6
3-Mix [50] 72.3 91.7 69.0 91.1 34.0 63.0 34.6 622 4-Mix [50] 27.6 60.3 27.1 60.7
Un-Mix [51] 78.5 95.4 74.1 91.8 38.8 66.2 334 61.0 Un-Mix [51] 31.5 64.3 29.2 61.2
m3-Mix 82.3 95.9 82.7 96.0 41.0 68.3 39.9 679 m3-Mix 31.9 62.6 30.3 61.0
m3-Mix (r = 0.05) 82.7 95.7 82.8 95.5 40.4 67.9 42.0 688 m3-Mix (r = 0.05) 325 64.7 30.4 634

* Expected calibration error on retrieval recall FT m3-Mix
1.0 1.0
Metric Task | ZS  FT  m3-Mix ) Z yrg,
505 A [ Sos y “
i—t | 190 226 1.54 § g
ECE (wl/) t—i ‘ 1.88 2.00 1.58 /:l," ’ E(—ﬂ ,r' |
0.0 05 1.0 0.0 05 1.0

Confidence Confidence

Robust representation with better uniformity-alignment contributes
to enhance calibration as well as improve recall
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Key Results

* Few-shot adaptation (left) and zero-shot transfer (right)

Dataset Dataset
Method Pets SVHN  CLEVR | Avg. Method IN | INV2 IN-A INR INSS | Avg
zZs 8749 1363 2070 | 40.61 zs 62.06 | 5480  29.63 6602 4082 | 50.67
FT 89.37 4500 5349 | 6262  FT 6544 | 5535 2007 58.16 3450 | 46.70
FT w/ V-Mix 89.45  44.61 5393 | 6266  FTw/ V-Mix 66.00 | 5619 2085 6050 3497 | 47.70
FT w/ L-Mix 89.43 4842 5391 | 6392  FTw/ L-Mix 6596 | 5595 2057 6054 3525 | 47.65
FT w/ V L-Mix 89.56 4522 5375 | 6284  FTw/VL-Mix 6624 | 5670 2136 6107 3511 | 48.10
FT w/ m2-Mix 90.05 4624 5360 | 6329  FTw/ m2-Mix 67.04 | 5739 2005 5928 3531 | 47.81
m3-Mix 90.16  54.84 5385 | 66.28 m3-Mix 67.08 | 5755 2080  60.96 3586 | 48.45
m3-Mix (r = 0.05) 9049 6090 5395 | 6845 m3-Mix (r = 0.05) 6840 | 5851 2217 6228 37.62 | 49.80
WiSE-FT [10] 91.80 3504 4193 | 5625  WiSE-FT[10] 69.00 | 59.66  28.01  64.84 4105 | 5251
WiSE-FTw/m3-Mix 9251 5855 4711 | 6606  WiSE-FTw/mS3-Mix  69.65 | 60.71  29.16 6675 42.19 | 53.69
LP-FT [11] 89.92 4491 53.62 | 6282  LP-FT[l1] 68.22 | 5840 2557 6336 3804 | 50.72
LP-FT w/ m3-Mix 91.03 6424 5520 | 7016  LP-FT w/m3-Mix 68.62 | 59.17 2585 6514 3878 | 5151
MaPLe [64] 90.87  47.62  43.05 | 6051 MaPLe [64] 6559 | 5844 3249  68.13 4253 | 53.44
MaPLe w/ m>-Mix 91.14 5272 4520 | 6302  MaPLe w/ m3-Mix 6576 | 5816  32.52 6820 4267 | 53.46

* Geodesic Mixup vs Linear Mixup °/The proposed Mixups largely boost few-shot adaptio\n

and zero-shot transfer performances

3 .
Temperature (7) ‘ l'm M typ; . 3 .. . . .
incar  [geodesic * m>-Mix is a flexible plug-in method that provides
0.01 4836  48.45 -
s 848 4980 complementary benefits to recent fine-tuning methods
0.10 4520  46.41

* Geodesic Mixup 1s more favorable to contrastive
kleaming with normalized embedding /
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Key Results

* Multi-modal sentiment classification under modality missing

Modality Modality Modality
e " . % ! Y

(a) MulT (b) GMC (c) GMC+m?-Mix
Test-time Observed Modalities
Full (T+V+A) | T | A% | A | T+V | T+A | V+A
acc. | unif. | acc. | align. | unif. | acc. | align. | unif. | acc. | align. | unif. | acc. | align. | unif. | acc. | align. | unif. | acc. | align. | unif.
MulT [86] 80.5 0.99 | 60.0 - 1.03 | 539 - 2.07 | 52.7 - 0.62 | 57.8 - 1.27 | 58.8 - 0.77 | 54.6 - 1.36
GMC [84] 80.1 3.06 | 785 | 020 | 3.03 | 64.7 | 0.17 | 3.01 | 66.0 | 0.09 | 3.03 | 77.0 | 0.07 | 294 | 77.4 | 0.08 | 3.00 | 67.3 | 0.05 | 2.98
GMC+m?-Mix 80.5| 3.18 | 789 | 023 | 317 | 642 | 0.19 | 3.15 | 66.2 | 0.12 | 3.15 | 77.8 | 0.08 | 3.08 | 77.9 | 0.09 | 3.08 | 67.4 | 0.06 | 3.10

* Image captioning with Contrastive Captioner (CoCa, Yu et al. 2022)

Method Metrics
BLEU@4 METEOR ROUGE-L CIDEr SPICE
ZS 1.2 12.4 26.3 352 9.3
Cap 36.0 29.4 57.3 125.1 23.1
CL + Cap 357 29.3 571 124.9 23.0
CL w/ L,,2 mix + Cap 36.3 29.5 57.5 125.6 23.2
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 Problem Define

- Poor uniformity-alignment may limit transferability and robustness
of learned embedding

- Naive fine-tuning can not mitigate above issue, so how can we address this?

* Our Approach
- Contrastive Learning with Geodesic Multi-Modal Mixup



