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2Source: 

Contrastive Representation Learning

CLIP: Connecting text and images, OpenAI 2021
Learning Transferable Visual Models From Natural Language Supervision, Radford et al. ICML 2021 2

• Multi-modal Contrastive Learning
• Contrastive Language-Image Pre-training (CLIP) popularizes the large-scale vision-

language pre-training commonly equipping contrastive loss as a part of learning objective
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Contrastive Representation Learning

CLIP: Connecting text and images, OpenAI 2021
Learning Transferable Visual Models From Natural Language Supervision, Radford et al. ICML 2021 3

• Multi-modal Contrastive Learning
• Contrastive Language-Image Pre-training (CLIP) popularizes the large-scale vision-

language pre-training commonly equipping contrastive loss as a part of learning objective
• Language (caption) as an alternative view of a corresponding image, and vice versa
üalign paired embeddings from two different modalities into single joint representation space
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Embedding Space Analysis

• Counterintuitive observation: pre-trained CLIP has separated embedding clusters

Doubly stochastic neighbor embedding on spheres, Lu et al. Pattern Recognition Letters 2019 4

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)

A dog is sitting 
on the grass.

A little girl climbing 
on red roping.

Woman having a 
fancy dinner
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Embedding Space Analysis

• Counterintuitive observation: pre-trained CLIP has separated embedding clusters

• Concurrent work (in terms of ArXiv preprint) made similar findings: Modality Gap

Doubly stochastic neighbor embedding on spheres, Lu et al. Pattern Recognition Letters 2019 
Mind the Gap: Understanding the Modality Gap in Multi-modal Contrastive Representation Learning, Liang et al. NeurIPS 2022 5

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)

A dog is sitting 
on the grass.

A little girl climbing 
on red roping.

Woman having a 
fancy dinner
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Embedding Space Analysis

Are Multimodal Models Robust to Image and Text Perturbations?, arXiv 2022 6

CLIP embedding visualization (DOSNES)
on image-caption dataset (Flickr30k)

A dog is sitting 
on the grass.

A little girl climbing 
on red roping.

Woman having a 
fancy dinner

• Counterintuitive observation: pre-trained CLIP has separated embedding clusters

• This may be vulnerable to unexpected perturbations or out-of-distribution samples
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Embedding Space Analysis

• Uniformity-Alignment (Wang & Isola 2020) 
• quantitative measurement of representation quality

Understanding Contrastive Representation Learning through Alignment and Uniformity on the Hypersphere, Wang and Isola ICML 2020 7
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Embedding Space Analysis

• Uniformity-Alignment (Wang & Isola 2020) 
• quantitative measurement of representation quality
• Contrastive loss asymptotically maximizes uniformity and alignment
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Embedding Space Analysis

• Uniformity-Alignment (Wang & Isola 2020) 
• quantitative measurement of representation quality
• Contrastive loss asymptotically maximizes uniformity and alignment

Understanding Contrastive Representation Learning through Alignment and Uniformity on the Hypersphere, Wang and Isola ICML 2020 9

Unif-Align have strong correlation 
with downstream task performances
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Embedding Space Analysis

• CLIP has limited uniformity-alignment and retains its bipartite embedding structure 
whether being fine-tuned or not!

• This may constrict the transferability and robustness of the representation
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pre-trained CLIP fine-tuned CLIP
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Understanding the Fine-Tuning of CLIP

• Why does CLIP preserve its bipartite structure (so called modality gap) 
and fail to increase uniformity-alignment during fine-tuning?

11



12Source: 

Understanding the Fine-Tuning of CLIP

• Why does CLIP preserve its bipartite structure (so called modality gap) 
and poor uniformity-alignment during fine-tuning?

• Our arguments:
• By	assuming	vanishing	temperature	τ,
ℒ!"#$ converges to triplet loss with zero-margin same as the negative relative alignment

12
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Understanding the Fine-Tuning of CLIP

• Why does CLIP preserve its bipartite structure (so called modality gap) 
and poor uniformity-alignment during fine-tuning?

• Our arguments:
• By	assuming	vanishing	temperature	τ,
ℒ!"#$ converges to triplet loss with zero-margin same as the negative relative alignment

• Lack of hard negative samples to encourage alignment further

13

There is no incentive to enforce the 
alignment without hard negatives
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• Geodesic Multi-Modal Mixup, 𝑚!-Mix
• Mixes the heterogeneous embeddings from two modalities (i.e., image and text)
• Use that mixtures as virtual hard negatives for the contrastive loss

Robust Fine-Tuning with Geodesic Multi-Modal Mixup

14
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Robust Fine-Tuning with Geodesic Multi-Modal Mixup

• Geodesic Multi-Modal Mixup, 𝑚!-Mix
• Mixes the heterogeneous embeddings from two modalities (i.e., image and text)
• Use that mixtures as virtual hard negatives for the contrastive loss
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Understanding the Fine-Tuning of CLIP with 𝒎𝟐-Mix

• Hard negative generation with 𝒎𝟐-Mix

• Corresponds to our intuition                 (supported by empirical results) 

16
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Understanding the Fine-Tuning of CLIP with 𝒎𝟐-Mix

• Contrastive Loss with 𝒎𝟐-Mix converges to negative uniformity, 
so complements the uniformity which is lack in ℒ#$%&

17
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Understanding the Fine-Tuning of CLIP with 𝒎𝟐-Mix

• By equipping our ℒ'#−Mix with ℒ#$%&, we can expect:
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Understanding the Fine-Tuning of CLIP with 𝒎𝟐-Mix

• By equipping our ℒ'#−Mix with ℒ#$%&, we can expect:
• Enhanced alignment through hard-negative-based contrastive learning
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Understanding the Fine-Tuning of CLIP with 𝒎𝟐-Mix

• By equipping our ℒ'#−Mix with ℒ#$%&, we can expect:
• Enhanced alignment through hard-negative-based contrastive learning

• Approximately maximizing uniformity and alignment, simultaneously

20
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Uni-Modal Mixups for Multi-Modal Contrastive Learning

• Representation learning can be further robustified with uni-modal Mixups

• Complete learning objective, 𝑚(-Mix (multiple multi-modal Mixup)

21
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Key Results

• Cross-modal retrieval (left: CLIP, right: BERT-RN50)

• Expected calibration error on retrieval recall
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Robust representation with better uniformity-alignment contributes 
to enhance calibration as well as improve recall 
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Key Results

• Few-shot adaptation (left) and zero-shot transfer (right)

• Geodesic Mixup vs Linear Mixup
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• The proposed Mixups largely boost few-shot adaption 
and zero-shot transfer performances

• 𝑚$-Mix is a flexible plug-in method that provides 
complementary benefits to recent fine-tuning methods

• Geodesic Mixup is more favorable to contrastive 
learning with normalized embedding 
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Key Results

• Multi-modal sentiment classification under modality missing

• Image captioning with Contrastive Captioner (CoCa, Yu et al. 2022)

CoCa: Contrastive Captioners are Image-Text Foundation Models, Yu et al. TMLR 2022 24



Highlights
• Observation

- CLIP has Image-versus-text separated 
embeddings with limited uniformity-alignment

• Problem Define
- Poor uniformity-alignment may limit transferability and robustness 
of learned embedding

- Naïve fine-tuning can not mitigate above issue, so how can we address this?

• Our Approach
- Contrastive Learning with Geodesic Multi-Modal Mixup
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