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1.1 Background

 Graph data are everywhere

• Social network

• Chemical molecule

• Biological protein
Social network

Molecule Protein structure

• Node classification

• Link prediction

• Graph classification

 Graph learning tasks



1.2 Graph Out-of-distribution Issue

 OOD Issue in Graph Classification

[2] OOD-GNN: Out-of-Distribution Generalized Graph Neural Network, TKDE 2022

[1] Discovering Invariant Rationales for Graph Neural Networks, ICLR 2022



2.1 Assumption of Graph Generation
 Stable (aka. Causal, Invariant, Rationale) Feature & Environmental Feature

 Sufficiency & Invariance Assumption 

Molecule: 

Cyclopropanol

Scaffold:

3-carbon ring

Molecule: 

1, 4-cyclohexanediol 

Scaffold: 

6-carbon ring

Stable feature: functional group, e.g. –OH, -COOH

Environmental feature: scaffold, e.g. carbon ring, carbon chain

Molecule: acetic acid

Scaffold: small size

Molecule: citric acid

Scaffold: large size

[4] Learning Invariant Graph Representations for Out-of-Distribution Generalization, NeurIPS 2022

[5] Learning Substructure Invariance for Out-of-Distribution Molecular Representations, NeurIPS 2022



3.1 Two Types of Distribution Shifts

 Correlation Shift v.s. Covariate Shift

➢ The joint distribution of training and test data as 𝑃tr 𝐺, 𝑌 and 𝑃t𝑒 𝐺, 𝑌

Distribution shift means that 𝑃tr 𝐺, 𝑌 ≠ 𝑃t𝑒 𝐺, 𝑌

𝑃tr 𝐺, 𝑌 = 𝑃tr 𝑌|𝐺 𝑃tr 𝐺

𝑃t𝑒 𝐺, 𝑌 = 𝑃t𝑒 𝑌|𝐺 𝑃t𝑒 𝐺

➢ Correlation shift: 𝑃tr 𝐺 = 𝑃t𝑒 𝐺 but 𝑃tr 𝑌|𝐺 ≠ 𝑃t𝑒 𝑌|𝐺

➢ Covariate shift: 𝑃tr 𝐺 ≠ 𝑃t𝑒 𝐺 but 𝑃tr 𝑌|𝐺 = 𝑃t𝑒 𝑌|𝐺

𝑌𝐺

𝐺𝑠

𝐺𝑒

Graph Data Generation

[6] GOOD: A Graph Out-of-Distribution Benchmark, NeurIPS 2022

[1] OoD-Bench: Quantifying and Understanding Two Dimensions of Out-of-Distribution Generalization, CVPR 2022

Our scope: these distribution shifts mainly caused by the environmental features.



3.1 Two Types of Distribution Shifts

Covariate (diversity) shift Correlation (concept) shift

Cow & Camel

 Correlation Shift v.s. Covariate Shift

e.g. Domain Generalization

[1] OoD-Bench: Quantifying and Understanding Two Dimensions of Out-of-Distribution Generalization, CVPR 2022



 Correlation Shift v.s. Covariate Shift

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.1 Two Types of Distribution Shifts



3.2 Related Studies

Graph Data Augmentation
Rong, et al, ICLR’2020,
You, et al, NeurIPS’ 2020,
Han, et al, ICML’ 2022.

Graph Invariant Learning
Wu, et al, ICLR’2022(a),
Wu, et al, ICLR’2022(b),
Li, et al, NeurIPS’2022,

Sui, et al, KDD’ 2022.

General Generalization 

Algorithms
Zhang, et al, ICLR’ 18,
Sagawa, et al, ICLR’ 20,

Arjovsky, et al, Arxiv’ 19.

Due to the irregularity of graph 

data, they are difficult to 

achieve significant 

performance improvements.

They are difficult to improve the 

environmental discrepancy.

They are prone to destroy the 

stable features in the data, 

resulting in the insensitivity to 

stable features.

Methods Limitations



3.3 How to Address Covariate Shift on Graphs?

Existing Issue: Insufficient discrepancy of environmental features

• Using data augmentation to increase the environmental discrepancy

 Graph Covariate Shift

 Our Idea

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023



• Principle 1 (Environmental Feature Discrepancy): Environmental features 

should remain discrepant during augmentation

• Principle 2 (Stable Feature Consistency): Stable features should remain 

consistent during augmentation

 Two Principles for Graph Augmentation

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.3 How to Address Covariate Shift on Graphs?



 Distributionally Robust Optimization

➢Wasserstein Distance

➢Transportation Cost

➢Lagrangian relaxation

3.4 Adversarial Invariant Augmentation

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023



 Robust surrogate loss：

 Adversarial Augmentation

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.4 Adversarial Invariant Augmentation



 Adversarial Augmenter & Stable Feature Generator

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.4 Adversarial Invariant Augmentation



 Maximization

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.4 Adversarial Invariant Augmentation



 Minimization

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.4 Adversarial Invariant Augmentation



 Mask Combination

Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

3.4 Adversarial Invariant Augmentation



Unleashing the Power of Graph Data Augmentation on Covariate Distribution Shift, NeurIPS 2023

4.1 Experiments: Main Results



5 Conclusion

➢ We aim to address the covariate shift issue in graph learning, 

which is important yet largely unexplored.

➢ We introduce a novel graph augmentation method, AIA, grounded 

in two principles: environmental feature discrepancy and stable 

feature consistency.

➢ We conduct extensive experiments and the results demonstrate 

the effectiveness of our method.


