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Goal

Given an input image, the model need to prediction a category out of  

1000 predefined category.

To make efficient transformer in terms of parameter, Computation  

and make more robust feature representation

SVT 

Transformer 

256 : Newfoundland dog   prob = 92.7%

 247 : Saint Bernard  prob = 0.1%

 244 : Tibetan mastiff           prob = 0.1%

 260 : chow, chow chow       prob = 0.0%

 257 : Great Pyrenees           prob = 0.0%

Input Image 
Predicted Top-5 Categories



Introduction

❖ Issues in Transformer 

❖Proposed Solution



Issues in Vision Transformer

Computational Complexity increase quadratic with Sequence Length. 

• Thus, existing solutions commonly employ down-sampling operations (e.g., average 

pooling) over keys/values to dramatically reduce the computational cost.

• Unfortunately, such operations are non-invertible and can result in information loss.

• Memory (#Parameters)

• Computation Cost (#Gflops)

• Latency 

Issue of  capturing fine-grained information within images
effectively



Proposed Solution

SCATTERING 

TRANSFORMATION: DTCWT

SPECTRAL GATING 

NETWORK : TBM AND EBM

CHANNEL AND TOKEN 

MIXING



Contribution

We introduce a novel invertible scattering network based on DTCWT transformation into vision transformers 

to decompose image features into low-frequency and high-frequency features

We proposed a novel SGN, which uses TBM to mix low-frequency components and EBM to mix high-

frequency components. 

We use an efficient way of mixing high-frequency components using channel and token mixing with the help 

of Einstein multiplication

We use tensor multiplication in low-frequency components and Einstein multiplication in high-frequency 

components leading to an efficient implementation of SVT, both in the number of parameters and 

computational complexity.   
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Related work
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Vision Transformer 

Recent Developments and Views on Computer Vision x Transformer | by Akihiro FUJII | Towards Data Science

https://towardsdatascience.com/recent-developments-and-views-on-computer-vision-x-transformer-ed32a2c72654


Spectral Vision Transformers

Hilo Attention [Pan et. al., NeurIPS 2022]GFNet,[Rao et al. NeurIPS 2021]

WaveViT ,[Yao et al. ECCV 2022]

2205.13213.pdf%20(arxiv.org)
2107.00645.pdf%20(arxiv.org)
Wave-ViT:%20Unifying%20Wavelet%20and Transformers%20for Visual%20Representation%20Learning%20|%20SpringerLink
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Methodology



SVT Model Diagram



SVT Model Diagram



Einstein Blending Method



TBM

Dual Tree Complex Wavelet Transform (DTCWT)

Tensor Blending Method



EBM

Einstein Blending Method

EBM for  Channel Mixing

EBM for  Token Mixing
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Data
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Data

• Train Set examples =1200K

• Test Set examples = 50K

ImageNet Dataset Details:

• Train Set examples =50K

• Test Set examples = 10K

The CIFAR-10, and CIFAR 100 Dataset Details:

• Training set: The training set consists of 1,020 images of flowers, with at least 10 images per category.

• Test set: The test set consists of the remaining 7,169 images of flowers, with at least 20 images per category.

Flower Dataset 

• Training set: The training set consists of 8,144 images of cars from 98 different classes.

• Test set: The test set consists of 8,041 images of cars from the remaining 98 classes.

• Link : SVT_Data.docx (sharepoint.com)

Stanford CAR Dataset 

https://microsoftapc-my.sharepoint.com/:w:/r/personal/badripatro_microsoft_com/_layouts/15/Doc.aspx?sourcedoc=%7B70286ce6-b69b-4b63-bc4f-37051de77e54%7D&action=edit&wdPreviousSession=9638167b-ff16-453d-beb0-ad97c5137e10&share=IQHmbChwm7ZjS7xPNwUd535UAbkzNuKG1iJ91fSfvbWIEb8
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Results



SOTA on ImageNet



Similar  Architect



Model Performance



Ablation Analysis



Ablation Analysis



Transfer Learning



Task Learning



Filter Characterisation
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Business Use-Case



Business Use-Case



Q&A



Thank You  
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