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Existing completion models assume error-free inputs …

Bugs in code are inevitable! 

(esp for the in-progress partial code)
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A change from += → -= results in a potential bug
→ partial code + original completion fails test: below_zero(1, 2) == 

False
→ the code completion should change
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New Benchmarks for Buggy Code Completion

Buggy-HumanEval
● Artificial potential bugs
● Constructed from HumanEval 
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Buggy-FixEval
● Potential bugs procured from 

user submissions to coding 
problems

● Constructed from FixEval and 
CodeNet



Analysis 1: Failures on Buggy-Code Completion
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*Pass@1 (↑): percentage of passing all test cases, averaged over all problems
*CodeLMs:  CG -- CodeGen [Nijkamp et al., 2022]; Incoder [Fried et al., 2022], 

[CTJ+’21] Chen et al., 2021. Evaluating large language models trained on code.
[HALB’22] Haque et al., 2022. Fixeval: Execution-based evaluation of program fixes for competitive programming problems.

synthetic bugs [CTJ+’21] real bugs [HALB’22] 

Performance drops hugely when potential bugs are present!



Mitigation Methods for Completion

6[FAL+’22] Fried et al., 2022. Incoder: A generative model for code infilling and synthesis.

Strategy 3: Rewriting → Completion
Idea: locate and rewrite potential bugs before being completed

Strategy 1: Removal → Completion
Idea: remove the partial code to guarantee no potential bug 

exists! 
Strategy 2: Completion → Rewriting

Idea: treat the completion as buggy and attempt to fix.
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6[FAL+’22] Fried et al., 2022. Incoder: A generative model for code infilling and synthesis.

Strategy 3: Rewriting → Completion
Idea: locate and rewrite potential bugs before being completed

Consider potential bug as distributional outliers 
using an infilling model [FAL+’22] 

Strategy 1: Removal → Completion
Idea: remove the partial code to guarantee no potential bug 

exists! 
Strategy 2: Completion → Rewriting

Idea: treat the completion as buggy and attempt to fix.



Analysis 2: Mitigation Methods for Completion
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Methods improve the completion, but remain huge gap to the inference



Ablation and Case Studies

When do Code-LLMs surpass?
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Bug and split location can affect the performance

60%:  fails to react
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