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Low labeling budget for training, active training selection
Achieve better performance, with sampling bias?

Active Testing

Active Learning

Low labeling budget for testing (validation)
Active testing selection, unbiased loss (risk) estimation

Active risk estimation [1], active testing [2], active surrogate estimators [3]

[1] Christoph Sawade, et al. Active risk estimation. In ICML, 2010.
[2][3] Jannik Kossen, et al. Active testing: Sample efficient model evaluation. In International Conference on Machine 
Learning, pages 5753–5763. PMLR, 2021. /  Active surrogate estimators: An active learning approach to label-efficient 
model evaluation, in Advances in Neural Information Processing Systems, 2022.



Active Testing while Learning - Challenges

Low labeling budget for both learning and testing

Model changes during active learning

Will we still have effective testing selection 
and unbiased loss (risk) estimation?



Active Quizzes

Selecting a quiz set after one active learning round

A “locally” optimal test set – asymptotically converges to the true risk

Selected by the current optimal selection proposal

Integrate



Active Learning-Testing-Feedback Loop
Combined learning-testing objective

Improving training performance while maintaining estimation error

Learning objective
(improved)

Estimation quality
(slightly decreased)

Feedback



Active Testing while Learning Framework



Active Learning-Testing-Feedback Loop

Random Test ATL ATL with Feedback

Visualization using synthetic dataset

Label-efficient estimation    +   Improved learning performance from feedback 



Experiments

• Risk estimation error evaluation with active testing while 
learning



Experiments

• Learning performance (hold-out test risk) with active feedback



Extensions and Future Directions

Early Stopping

Future work: Principled feedback strategy, model-specific sampling proposals



Thank you
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