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Evaluating RL Policies in Healthcare

Wiens et al. “Do no harm: a roadmap for responsible machine learning for health care.” Nature Medicine 2019. 
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High-stakes environment
• Potentially unsafe to patients
• Disruptive to human users 

and clinical workflows

Online Evaluation
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Evaluating RL Policies in Healthcare

High-stakes environment
• Potentially unsafe to patients
• Disruptive to human users 

and clinical workflows

Observational dataset
• Limited by available data
• May not reflect distribution shift 

induced by new policies

Gottesman et al. “Guidelines for reinforcement learning in healthcare.” Nature Medicine 2019. 
Wiens et al. “Do no harm: a roadmap for responsible machine learning for health care.” Nature Medicine 2019. 

Offline Evaluation Online Evaluation

?

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 
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Our Contributions

We propose a semi-offline evaluation scheme that combines 
observational data with human annotations of counterfactuals
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Query domain experts for annotations 
of the counterfactual trajectories

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

Observational data contains factual trajectories
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Augmenting Factual Data with Counterfactuals
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How do we use both counterfactual annotations 
and observational data to evaluate policies? 

“Simply adding annotations as new data”

Intuition: as if we collected more data

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

… is not theoretically valid. 
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Key Idea: Augmenting Standard IS

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 
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Key Idea: Reweighted IS with Counterfactuals

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 
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ã∈A\{a}w
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Theoretical Insights

Intuition: as if we collected more data
• More data for regions that lack support → reduce bias
• Even more data for regions with support → reduce variance

policy always selects %, generating a dataset with poor support for policies that assign nonzero136

probabilities to & (Figure 3b). Now suppose we also have access to human-provided annotations137

of counterfactual actions, but not all counterfactual annotations are available (either because they138

were never queried or the users declined to provide annotations). In our example (Figure 3c), one139

annotation is collected for the counterfactual action & at state s1, indicating that the human annotator140

believes the reward for taking action & from state s1 is +1 (which is the true reward). To make141

use of this information, one might be tempted to add the counterfactual annotation as a new sample.142

The augmented dataset (Figure 3d) would allow us to evaluate policies (e.g., using IS) that assign143

non-zero probabilities to & in state s1. While seemingly plausible, this naive approach inadvertently144

changes the state distribution and results in a dataset inconsistent with the original problem (it looks145

like state s1 is seen more often than reality). A quick calculation reveals that applying IS to this146

unweighted augmented dataset gives a biased estimate of 2/3 instead of 0.5 (see Appendix B). To147

address this issue, we propose a new reweighting procedure that maintains the state distribution of148

the original dataset while incorporating counterfactual annotations.149

Figure 3: (a) The state diagram of a bandit
problem with two states and two actions. (b) A
factual dataset containing two samples. (c) The
factual samples augmented with counterfactual
annotations. (d) The (unweighted) augmented
dataset constructed from factual samples and
counterfactual annotations. Compared to the
original factual dataset, the relative frequency
of s1 vs s2 has changed from 1 : 1 to 2 : 1.

3.2 Augmenting IS Estimators with Counterfactual Annotations150

To avoid the bias issue described in Section 3.1, informally, we want to split the contribution of each151

sample between the factual data and counterfactual annotations. Given a factual sample (s, a, r)152

and the associated counterfactual annotations g, let w = {wa} [ {wã : ã 2 A \ {a}} be a set153

of user-defined non-negative weights that satisfy wa +
P

ã2A\{a} wã = 1. These weights specify154

how much we want the estimator to “listen” to the counterfactual annotations (wã) relative to the155

factual data (wa). We restrict wã = 0 when cã = 0, i.e., non-zero weight is only allowed when the156

annotation is available. In general, one may assign different weights for each occurrence of (s, a)157

(e.g., the counterfactual annotation is obtained for one instance but missing for another); we use W̄158

to denote the expectation W̄ (ã|s, a) = E[wã], the average weight assigned to ã when the factual data159

is (s, a). After reweighting, the original state distribution is maintained (since the weights associated160

with each sample sum to 1) but the state-conditional action distributions have changed; this “weighted”161

augmented dataset can be seen as if it was generated using a different behavior policy.162

Definition 1 (Augmented behavior policy).
⇡b+(a|s) = W̄ (a|s, a)⇡b(a|s) +

P
ǎ2A\{a} W̄ (a|s, ǎ)⇡b(ǎ|s).

163
Here, ⇡b+(a|s) represents the probability that information about action a is observed for state s, either164

as a factual action in the dataset, or as an annotated counterfactual action when some other action ǎ is165

the factual action. Next, we define our proposed estimators (for bandits) based on IS.166

Definition 2 (Counterfactual-augmented IS). Given a counterfactual-augmented sample ⌧ + = (⌧, g)167

and weights w = {wã : ã 2 A}, where ⌧ = (s, a, r), g = {gã : cã = 1}, the C-IS estimator is168

v̂C-IS = wa⇢ar +
P

ã2A\{a} wã⇢ãgã, where ⇢ã = ⇡e(ã|s)
⇡b+ (ã|s) for each ã 2 A.169

The C-IS estimator is a weighted convex combination of the factual IS estimate ⇢ar and the coun-170

terfactual IS estimates ⇢ãgã for all counterfactual actions ã 2 A \ {a}. We also study a special171

case where all annotations are available and the weights are split equally among actions, such that172

wa = wã = 1/|A|. Then, ⇡b+ becomes the uniformly random policy, and after substituting into173

Definition 2, we obtain the following estimator.174

Definition 3 (C-IS with equal weights). Given a counterfactual-augmented sample ⌧ + = (⌧, g), the175

C*-IS estimator is v̂C*-IS = ⇡e(a|s)r +
P

ã2A\{a} ⇡e(ã|s)gã.176

Remark. Definition 3 provides an alternative interpretation of the estimator when using equal weights:177

if Assumption 1 holds (i.e., the annotation function G is the true reward function R), we effectively178

observe both the factual and counterfactual rewards from R. Then, we can directly use the definition179

of the value function to calculate the expected reward under ⇡e using the action probabilities ⇡e(·|s).180

4

C-IS can achieve lower bias and lower variance than IS

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

See paper for details
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Experimental Results

Experiments conducted on the sepsis simulator

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

Compare
• Standard approach (PDIS)
• Proposed approach (C-PDIS)

Metrics
• ↓ Evaluation error (RMSE)
• ↑ Ranking ability (Spearman correlation)

with respect to ground-truth policy performance

Based on the sepsis simulator introduced by 
Oberst & Sontag, ICML 2019. 

Simulate collection of
• Factual dataset
• Counterfactual annotations

to evaluate multiple treatment policies. 
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Experimental Results

Our proposed approach outperforms the baseline method 
(without annotations) in terms of all metrics. 

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

Estimator
Baseline
Proposed

0.113 0.596
0.013 0.995

↓ Evaluation Error ↑ Ranking Ability

(under the assumption that annotations are “good”) 
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Experimental Results

Our proposed approach remains competitive to the baseline 
method even with imperfect annotations (biased, noisy, missing). 

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 

Estimator
Baseline
Proposed

0.113 0.596
0.013 0.995

↓ Evaluation Error ↑ Ranking Ability

Proposed (biased) 0.028 0.979
Proposed (noisy) 0.029 0.977
Proposed (missing) 0.067 0.823
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Takeaways

We propose a new estimator for semi-offline evaluation that combines 
observational data with human annotations of counterfactuals

🔗 https://github.com/MLD3/CounterfactualAnnot-SemiOPE

policy always selects %, generating a dataset with poor support for policies that assign nonzero136

probabilities to & (Figure 3b). Now suppose we also have access to human-provided annotations137

of counterfactual actions, but not all counterfactual annotations are available (either because they138

were never queried or the users declined to provide annotations). In our example (Figure 3c), one139

annotation is collected for the counterfactual action & at state s1, indicating that the human annotator140

believes the reward for taking action & from state s1 is +1 (which is the true reward). To make141

use of this information, one might be tempted to add the counterfactual annotation as a new sample.142

The augmented dataset (Figure 3d) would allow us to evaluate policies (e.g., using IS) that assign143

non-zero probabilities to & in state s1. While seemingly plausible, this naive approach inadvertently144

changes the state distribution and results in a dataset inconsistent with the original problem (it looks145

like state s1 is seen more often than reality). A quick calculation reveals that applying IS to this146

unweighted augmented dataset gives a biased estimate of 2/3 instead of 0.5 (see Appendix B). To147

address this issue, we propose a new reweighting procedure that maintains the state distribution of148

the original dataset while incorporating counterfactual annotations.149

Figure 3: (a) The state diagram of a bandit
problem with two states and two actions. (b) A
factual dataset containing two samples. (c) The
factual samples augmented with counterfactual
annotations. (d) The (unweighted) augmented
dataset constructed from factual samples and
counterfactual annotations. Compared to the
original factual dataset, the relative frequency
of s1 vs s2 has changed from 1 : 1 to 2 : 1.

3.2 Augmenting IS Estimators with Counterfactual Annotations150

To avoid the bias issue described in Section 3.1, informally, we want to split the contribution of each151

sample between the factual data and counterfactual annotations. Given a factual sample (s, a, r)152

and the associated counterfactual annotations g, let w = {wa} [ {wã : ã 2 A \ {a}} be a set153

of user-defined non-negative weights that satisfy wa +
P

ã2A\{a} wã = 1. These weights specify154

how much we want the estimator to “listen” to the counterfactual annotations (wã) relative to the155

factual data (wa). We restrict wã = 0 when cã = 0, i.e., non-zero weight is only allowed when the156

annotation is available. In general, one may assign different weights for each occurrence of (s, a)157

(e.g., the counterfactual annotation is obtained for one instance but missing for another); we use W̄158

to denote the expectation W̄ (ã|s, a) = E[wã], the average weight assigned to ã when the factual data159

is (s, a). After reweighting, the original state distribution is maintained (since the weights associated160

with each sample sum to 1) but the state-conditional action distributions have changed; this “weighted”161

augmented dataset can be seen as if it was generated using a different behavior policy.162

Definition 1 (Augmented behavior policy).
⇡b+(a|s) = W̄ (a|s, a)⇡b(a|s) +

P
ǎ2A\{a} W̄ (a|s, ǎ)⇡b(ǎ|s).

163
Here, ⇡b+(a|s) represents the probability that information about action a is observed for state s, either164

as a factual action in the dataset, or as an annotated counterfactual action when some other action ǎ is165

the factual action. Next, we define our proposed estimators (for bandits) based on IS.166

Definition 2 (Counterfactual-augmented IS). Given a counterfactual-augmented sample ⌧ + = (⌧, g)167

and weights w = {wã : ã 2 A}, where ⌧ = (s, a, r), g = {gã : cã = 1}, the C-IS estimator is168

v̂C-IS = wa⇢ar +
P

ã2A\{a} wã⇢ãgã, where ⇢ã = ⇡e(ã|s)
⇡b+ (ã|s) for each ã 2 A.169

The C-IS estimator is a weighted convex combination of the factual IS estimate ⇢ar and the coun-170

terfactual IS estimates ⇢ãgã for all counterfactual actions ã 2 A \ {a}. We also study a special171

case where all annotations are available and the weights are split equally among actions, such that172

wa = wã = 1/|A|. Then, ⇡b+ becomes the uniformly random policy, and after substituting into173

Definition 2, we obtain the following estimator.174

Definition 3 (C-IS with equal weights). Given a counterfactual-augmented sample ⌧ + = (⌧, g), the175

C*-IS estimator is v̂C*-IS = ⇡e(a|s)r +
P

ã2A\{a} ⇡e(ã|s)gã.176

Remark. Definition 3 provides an alternative interpretation of the estimator when using equal weights:177

if Assumption 1 holds (i.e., the annotation function G is the true reward function R), we effectively178

observe both the factual and counterfactual rewards from R. Then, we can directly use the definition179

of the value function to calculate the expected reward under ⇡e using the action probabilities ⇡e(·|s).180

4

• Theoretical insights show potential to reduce both bias and variance
• Experiments demonstrate robustness to bias, noise, and missingness of annotations

Counterfactual-Augmented Importance Sampling for Semi-Offline Policy Evaluation
Shengpu Tang, Jenna Wiens. NeurIPS 2023. 


