
VRA: Variational Rectified Activation for

Out-of-distribution Detection

Motivation

Background: Among all OOD detection method, ReAct [1] is a typical and 

effective post-hoc strategy, which truncates activations above a threshold c 

for each activation z:

Question: despite its promising results, is this strategy the best option for 

widening the gap between ID and OOD? 

Practical Implementations

We treat ImageNet as ID data and select multiple OOD datasets. We first use 

histograms to approximate the probability density functions of ID data and OOD data.

VRA Framework

The final objective function is calculated as follows:

Experimental Results
(see more comparison in our paper)

Further Analysis
Combining features with logit outputs can achieve better performance in 

OOD detection [3]. Therefore, we design another variant of VRA called 

VRA++, whose scoring function is defined as:
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ReAct has demonstrated that this truncation operation can increase the gap 

between ID and OOD:

To find the best modify operation, we optimize the following objectives:

• Maximize the gap between ID and OOD.

• Minimize the modification brought by the operation to maximally preserve the input

Then we can apply the variational method and get optimal activation function among 

the function space:

But in practice, this operation depends on the specific expressions of probability 

density of ID data and OOD data. Estimating these expressions is a challenging task 

given that OOD data comes from unknown distributions [2]. 

This drives us to look for more practical implementations.

Empirical PDFs for ID data and OOD data, and visualization of different rectified functions.

We treat ImageNet as ID data and select multiple OOD datasets for visualization.

Unlike ReAct, the optimal operation further demonstrates the necessity of 

suppressing abnormally low activations in OOD detection. To mimic such operations, 

we design a piecewise function called VRA:

Meanwhile, we observe that the optimal function amplifies intermediate activations in the 

figure. Therefore, we propose another variant of VRA called VRA+, which further 

introduces another hyper-parameter  to control the degree of amplification:

Distribution of scores before and after variational rectification.

Visualization on the Distribution of Energy Score

Main results on ImageNet.

Compatibility with different scoring functions.

Unlike VRA using piecewise functions, we further test the performance

of the quadratic function called VRA++: 

Performance of VRA++. All methods are based on BiT and pretrained on ImageNet.

https://github.com/zeroQiaoba/VRACode:


