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(see more comparison in our paper)

We treat ImageNet as ID data and select multiple OOD datasets. We first use _
Main results on ImageNet.

Background: Among all OOD detection method, ReAct [1] is a typical and histograms to approximate the probability density functions of ID data and OOD data. ) i
] ! Method iNaturalist SUN Places Textures Average
effective post-hoc strategy, which truncates activations above a threshold c IS ] Bk O R s MO ATl Al
Backbone: ResNet-50 [29]
for each activation z: MSP [20] 5499 87.74 | 70.83 8086 | 73.99 79.76 | 68.00 79.61 || 66.95 81.99
ODIN [21] 47.66 89.66 | 60.15 8459 | 67.89 81.78 | 50.23 85.62 || 5648 85.41
g( 3) — min( = r:) 8 g : Mahalanobis [22] | 97.00 52.65 | 98.50 42.41 | 9840 41.79 | 55.80 85.01 || 87.43 55.47
’ Energy [23] 5572 8995 | 5926 85.89 | 64.92 8286 | 53.72 8599 || 58.40 86.17
_ _ _ _ & § & ReAct [§) 96.22 | 24.20 3385 91.58 | 4730 89.80
ReAct has demonstrated that this truncation operation can increase the gap KNN [24] 59.08 8620 | 69.53 80.10 | 77.09 74.87 | 1156 97.18 || 5432 84.59
DICE [10] 25.63 35.15 9083 | 4649 8748 | 31.72 9030 || 34.75 90.78
between ID and OOD: SHE [25] 3422 90.18 | 54.19 84.69 | 4535 90.15 | 45.09 87.93 || 44.71 88.24
ASHJ27] 4457 9251 | 52.88 8835 [ 61.79 85.58 | 42.06 89.70 || 50.32 89.04
K. 2) — E 2)| > E..[z] — zl VRA 1570 97.12 94.25 25.49 94.57
nl9(2)] — Boul9(2)] > Einl2] — Eoul2] o VRA+ 1548 97.08 | 23.50 94.91 | 34.62 9179 | 1966 96.08 || 2331 94.97
Question: despite its promising results, is this strategy the best option for : ; Compatibility with different scoring functions.
Widening the gap between ID and OOD? ] . ] ) Method H)R()(S,‘IFAR-I() | CIFAR-T00 ImageNet Average
—_—0 1 AUROC 1[FPRY95 | AUROC 1|FPRY5 | AUROC 1 ||FPRY95 | AUROC 1
S v MSP [20] 4873 09246 | 80.13 7436 | 6695 8199 6527  82.04

MSP + ReAct 48.00 92.77 77.69 76.22 55.63 87.85 60.44 85.61
MSP + DICE 43.72 92.92 76.86 76.39 67.41 82.24 62.66 83.85
MSP + VRA 42.31 93.50 79.69 75.94 47.09 89.62 56.36 86.35
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(d) activation functions on iNaturalist (e) activation functions on SUN (f) activation functions on Places

. L : . . Energy |23] 26.55 94.57 68.45 81.19 58.41 86.17 51.14 87.31
Empirical PDFs for ID data and OOD data, and visualization of different rectified functions. . :
VRA F ram eWO rk We treat ImageNet as ID data and select multiple OOD datasets for visualization. ::::g : :;Té\;: gg:g 3:(; 353; :‘;;Z 2‘1;2 3:");); :(S)(l)(s) 3(:3,2
Energy + VRA 17.74 96.47 53.24 88.74 25.49 94.57 32.16 93.26
: : ; A : : : . . . . . ODIN [27 24.57 93.71 58.14 84.49 56.48 8541 46.40 87.87
To find the best modify operation, we optimize the following objectives: Unlike ReAct, the optimal operation further demonstrates the necessity of i s | sics oisd | e wo | Bar  ores | w5 sras
° mi . . . . . . . ODIN + DICE 26.05 94.62 61.39 83.83 62.89 84.48 50.11 87.64
Maximize the gap between ID and OOD. suppressing abnormally low activations in OOD detection. To mimic such operations, ohpiavis | e e | a1 st | e mw || 3 san
* Minimize the modification brought by the operation to maximally preserve the input we design a piecewise function called VRA:
S o Further Analysis
The final objective function is calculated as follows: 0,z <a o _ _ _ _
VRA(z) ={ z,a <2< Combining features with logit outputs can achieve better performance in
3. 2> 8 OOQOD detection [3]. Therefore, we design another variant of VRA called
» 2 [ ) . ’
min L£(qg) = E; z) — 2)°| — 2 (Eialg(2)| — E z . . .
iin £(g) = Ein(9(2) — 2)] (Eing(2)] — Eaulg(2)]) VRA++, whose scoring function is defined as:
, ) Meanwhile, we observe that the optimal function amplifies intermediate activations in the
Assumption 1 We assume E;, ||z||, E,.||zll, E;,|2%|, and E,,|2°| exist. Let G be a Hilbert space: : : : 18 z) +log ek
P inl |21}, Bou[|2]], Ein[27] ou | 2°] g P figure. Therefore, we propose another variant of VRA called VRA+, which further ;"'( i "“;‘
G = {9(2)[Einllg(2)]], Eoullg(2)I], Einlg(2)?], Boulg(2)?] < o0} introduces another hyper-parameter to control the degree of amplification: - . - -
: inl. poouLl o ml S yper-p g P : Unlike VRA using piecewise functions, we further test the performance
of the quadratic function called VRA++:
This space is sufficiently complex containing most functions, such as identity functions, constant 0,z <« a
functions, and all bounded continuous functions. Then, we define the inner product of G as follows: VRA+(2) =< z4+v,a<z< B Ao ) (2F — awz) +log ) et
i=1 =1
3 3
1 [ e [ Performance of VRA++. All methods are based on BiT and pretrained on ImageNet.
< g“'(z)’gb(z) 2= gu(Z)gb(Z)p,',,(Z)( s Method Openlmage-O Texture iNaturalist ImageNet-O Average
V. I t th D t b t f E S 3 - FR.] AU.1|FR.] AU.1|FR.l] AU.1|FR.] AU.1||FR.] AU.%1
MSP |20] 7372 84.16 | 76.65 7980 | 64.09 8792 | 9685 57.12 || 7783 771.25
ISua Iza Ion On e IS rl u Ion O nergy Core ODIN [21] 72.83 8564 | 7407 81.60 | 70.75 86.73 | 96.85 63.00 || 7863 79.24
1211 I I I I Mahalanobis [22] | 64.32 83.10 | 14.05 9733 | 6495 85.70 | 70.05 80.37 || 53.34 86.63
Then we can apply the variational method and get optimal activation function among Energy (B3] 25 e ool he nelae malia e
: . = ReAct |8] 5497 8894 | 50.25 90.64 | 48.60 9145 | 91.70 67.07 || 61.38 84.52
the function Space. 1 : :SOD ViM [37] 4396 91.54 | 04.69 98.92 | 5571 89.30 | 6150 83.87 || 4147 9091
0.20 1 is VRA++ 3494 9355 | 05.02 9876 | 22.25 96.37 | 60.45 84.21 || 30.67 93.22
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This drives us to look for more practical implementations. Code: https://github. com/zeroQiaoba/VRA



