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Motivation

e Recent studies have explored efficient training of video-LMs by leveraging
pre-trained image-LMs.

e They typically concatenate uniformly/randomly sampled video frames as
visual inputs without explicit question-aware modeling.

e Such a simple sampling can lead to losing important visual cues, resulting in
the video-LMs focusing on frames that are unimportant to language.

e we introduce a novel video-language framework where we adopt a single
image-LM to handle both temporal localization and question answering on
videos, while avoiding expensive language-aware grounding annotations 4
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Training SeVILA Wl p

Pre-training Localizer on Video Moment Retrieval dataset
Fine-tuning Answerer on downstream tasks with keyframes from Localizer

Self-refining Localizer with pseudo labels from Answerer
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Datasets and Evaluation Metrics

e Taks & Dataset:
o Video Question Answering (QA)
m  NeXT-QA: 52K questions with an an average length of 44s video
m STAR: 60K questions with an average length of 12s video
m How2QA: 44k questions with an average length of 60s video
m TVQA: 152K questions with an average length of 76s video
o Video Event Prediction (EP)
m VLEP: 28K questions along with10K diverse video from TV Shows and
YouTube Lifestyle Vlog video clips
o Video Moment Retrieval
m  QVHighlights: 10K videos with a duration of 150s, 18K moments, and
10K queries
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Model (# Frames) NExT-QA STAR How2QA TVQA VLEP
Tem. Cau. Des. Avg. Int. Seq. Pre. Fea. Avg.
(w/ speech input or use dense frames)
HERO (dense/1fps) [36] .- - . . - - . - 1738 136 -
JustAsk (20) [84] 514 496 631523 - - - - - 844 - .
FrozenBiLM (10) [85] R
VidIL 4-shot (12) [72] ..o _ - 720
T+T (dense/1fps) [40] - - - - - - - - - 92.4 - -
T+T (+ASR, dense/1fps) [40] - - - - - - - - - 93.2 - -
Flamingo-80B 32-shot (30) [1] - - - - - - - - 422 - - -
FrozenBiLM (10) [85] s m om w owm owm om om = G5 518 -
All-in-One (32) [67] 48.6 48.0 63.2 50.6 47.5 50.8 47.7 44.0 475 - - ;
Temp[ATP] (32) [3] 49.3 48.6 65.0 51.5 50.6 52.8 49.3 40.6 48.3 - : -
VGT (32) [78] 550 522 640 550 - - - - 442 - ; ;
MIST (32) [18] 56.6 54.6 66.9 57.1 55.5 54.2 542 444 51.1 - ; ;
VEC (32) [50] 533 57.6 72.8 586 - - - - - : : -
CoVGT (32) [79] 574 588 693600 - - - - 459 - - -
SeViTrp (10) [24] - - - 606 - - - - - - - .
HiTeA (16) [87] 583 624 756 631 - - - . - - -
InternVideo* (8) [71] 58.5 62.5 75.8 63.2 62.7 65.6 549 519 587 790 572 63.9
BLIP-2""¢ (4) 65.2 70.1 80.1 70.1 52.3 54.8 49.0 51.2 51.8 _79.6 545 67.0
+6.1% —BLIP- 2™ (AnsweRER) (4)  68.1 720 812 72.6 65.4 60.0 30.7 542 620 822 98 686 .
SEVILAT (32 — 4) 68.8 73.4 83.5 73.4 632 66.6 61.3 60.0 627 837 597 _ 69.0 +5.9%
SEVILA (32 — 4) 69.4 74.2 81.3 73.8 63.7 70.4 63.1 62.4 64.9 83.6 616 68.9 15




Zero-shot Results on Video QA & Event Prediction
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Model (# Frames)

NExT-QA STAR

Tem. Cau. Des. Avg. Int. Seq. Pre. Fea. Avg.

How2QA TVQA VLEP

(w/ speech input or use dense frames)

JustAsk (20) [84] T
FrozenBiLM (10) [85] S . oo ..o . 584 592 -
ViperGPT (dense/1fps) [63] - - - e g == =
Flamingo-80B (30) [1] e e -
FrozenBiLM (10) [85] T . A
VEC (32) [50] 454 516 641515 - - - - - - = =
InternVideo® (8) [71] 43.4 480 65.1 49.1 43.8 432 423 374 41.6 622 359 587

BLIP-2"U"¢ (4)
BLIP-2°<

991

(ANSWERER) (4) 59.7

61.3 74.9 62.7 41.8 39.7 40.2 39.5 40.3
60.8 73.8 62.4 45.5 41.8 41.8 40.0 42.2

69.8
70.8

35.7
36.6

64.0

SEVILAT (32—4)

61.3

61.5 75.6 63.6 48.3 45.0 44.4 40.8 44.6

723

38.2

64.4

i > +2.1%

e SeVIiLA achieves the state-of-the-art in both fine-tuning and zero-shot
setting on multiple datasets.
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Video Moment Retrieval Results
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Model R1@0.5 R1@0.7 mAP
CAL [12] 254 11.5 9.8
XML [28] 41.8 30.3 32.1
Moment-DETR [29] 52.8 33.0 30.7
QD-DETR [47] 62.4 449 39.8
LocaLizer (Ours) 54.5 36.5 32.3

SeViLA-Localizer can also work as a standalone model for video

moment retrieval task.
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Qualitative Results for SeVIiLA

Question: why did the two ladies put their hands above their eyes while staring out?
A: practicing cheer. B: posing for photo. C:to seeb
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( X X
[Our Localizer Selection]
X X X

[Human Temporal Localization Annotation]

[

Question: What did both of them do after completing skiing?
A: jump and pose. B: bend down. C: raised their hands. D: turn around. E: take off clothes.

[Uniform Selection]

B X X X X X X )
[Our Localizer Selection]
X X X X X X X )

[Human Temporal Localization Annotation]

[

18



Thank you!

4 N

We Introduce SeViLA, a self-chained video-language framework, to handle temporal
localization and QA in video with SoTA performance.

Paper: https://arxiv.org/abs/2305.06988

Demo Website: htips://hugginaface.co/spaces/SeViLA/SeViLA

Code: https://qithub.com/Yui010206/SeVIiLA

If you have any questions, please contact shoubin@cs.unc.edu
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