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Background: Current VLMs struggle to understand concepts beyond nouns

Visual Genome Relation

Assessing relational understanding (23,937 test cases)

‘\i'{
l v the horse is eating the grass
E4 X the grass is eating the horse

32

Visual Genome Attribution
Assessing attributive understanding (28,748 test cases) BLIP

& v the paved road and the white house
B X the white road and the paved house

the grass is eating the horse

the horse is eating the grass | 78%

https://arxiv.org/abs/2210.01936

Recent VLMs face challenges in understanding visual language concepts
beyond object nouns (e.g., recognizing attributes, relations, states)



Background: How about actions?

Original Action Text

‘?/ "Book falling like a rock" v

7 V,,\ "Book rising like a rock” X

Action Antonym Text

The understanding of the cause and effect of
actions in textual, visual, and temporal dimensions

Action Knowledge



ActionBench: Do SOTA VidLM really understand actions?

> Action Dynamics Benchmark (ActionBench) based on two VL datasets: SSv2, Ego4d
e Probing tasks: Action Antonym (AA), Video Reversal (VR)
e Baseline task: Object Replacement (OR)

Probing Task: Action Antonym (AA) GT VidLM

Result

"Book falling like a rock" V4

s, 8 i ' [>{> Y Original Action Text
% > 8 IN'® o Original "Book rising like arock" X (76.8%
; ' CINEEONE  Video Action Antonym Text
Probing Task: Video Reversal (VR) o PN GT ‘F:id'-"l’:
; esu
"Book falling like a rock" VidLM . ‘
Original Action Text v i X 50.1%
Baseline Task: Object Replacement (OR) GT ‘R(id'-"l‘:
"Book falling like a rock" =
..... 77.99
D> VidLM Original Action Text ‘/
O;;g";,;a, "Cellphone falling like a rock" X 2%

Video Object Replaced Text



ActionBench: Do SOTA VidLM really understand actions?

> Evaluating SOTA VidLMs on ActionBench

Near random performance on Action Antonym

Clear biases towards object nouns compared
(AA) and Video Reversal (VR)

to actions
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B Video Reversal B Video Reversal
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PAXION Framework Overview
> Patch — Fuse

How can we patch action knowledge into existing VidLMs without
compromising their general VL capabilities?

( ) 2 ; i ’ -
£ ActionBench Action-centric 'Probing Tasks,  Downstream Tasks 1
[ Data bvom Loss ‘-—-}—--- N -
Frozen Q;V — action-centric 6 T
VidLM representation
' Knowledge Patcher @ ——>000—>  Knowledge Fuser
backbone representation A
\____/ Learning action knowledge ——>ID—Integrating with backbone

PAXION



Knowledge Patcher: Patching frozen VLMs with Action Knowledge

Data

"...falling ..." OR "...
original text antonym text

D> or <K
original
videos

videos

rising ..." —

reversed

Frozen
VidLM

VTC . VAC ATM
backbone

text feature patched
Em E] [:] [:] v features
Perceiver
backbone —
video V* key \value query
% Oo0e learnable
latents

Paxion: Knowledge Patcher

A light-weight
Perceiver-based
module attached to a
frozen VidLM



Knowledge Patcher: Patching frozen VLMs with Action Knowledge

"Book falling ..."  "Book rising ..."
original text antonym text

t] ty t3 ti, ty ta

Aligning original text and video

Video-Text

New training objects

_____ Iys Contrastive (VTC) DVDM (VAC, ATM losses)
1
P> 5 to force the model to
Adding acti hard : :
originl v2 '”\’;’_:Ct"’: T“’”ym e Eeys encode action dynamics
id ideo-Action
R Contrastive (VAC) L
..... Vla Dlscl;;fl‘;matlve
1deo
44 Voo Adding reversed videos as hard negs Dynamic . . .
reversed P —— Modeling Video-Action Contrastive (VAC):
videos Vs, Matching (KTM) (DYDY encourages learning the
alignment between the video and
Losses .
the action verbs

Action-Temporal Matching:
encourages learning the correct
temporal ordering implied by the
action text



Knowledge Patcher: Patching frozen VLMs with Action Knowledge

DVDM objectives significantly improves action
understanding (near-random = ~80%)

Action Dynamics Benchmark (ActionBench) Results

. Trainable AA VR AA VR
Backbone Method [Patcher Training Loss] " (Egodd) (Egodd) (SSv2) (SSv2) Avg
Backbone - 58.8 46.2 51.8 48.3 51.3
InternVid KP-Transformer [VTC] 8.4M (1.8%) 68.2 62.8 65.5 60.6 64.3
nernvIdeo  gp_perceiver (vrci 42M (09%) | 66.5 63.6 69.8 710 | 617
KP-Perceiver [VIC+DVDM]  4.2M (0.9%) 90.1 75.5 90.7 87.4 85.9
Backbone - 49.3 55.0 70.2 53.6 57.0
Clip-ViP KP-Transformer [VTC] 3.9M (2.6%) 61.9 53.4 72.2 54.3 60.5
p KP-Perceiver [VTC] 2.4M (1.6%) 61.9 54.6 71.5 48.8 59.2
KP-Perceiver [VIC+DVDM]  2.4M (1.6%) 89.3 56.9 89.3 66.0 75.4
Backbone - 47.0 50.1 48.9 49.6 48.9
Sineularit KP-Transformer [VTC] 3.9M (1.8%) 61.9 48.2 63.8 49.5 559
WAL Kp_Perceiver [VTC] 1.3M 06%) | 60.3 46.1 63.3 515 | 553
KP-Perceiver [VIC+DVDM] 1.3M (0.6%) 83.8 58.9 82.4 68.8 73.5
Human 92.0 78.0 96.0 90.0 | 89.0

ActionBench-SSv2 (backbone)

100 1 94.2 94.0

83.3
80 A
70.2

60 -

il
40 A

--- Random Guess

EEm Action Antonym

B Video Reversal
Object Replacement

____4.8. 496 ____

20 A

InternVideo  CLIPVIP  Singularity

+ Knowledge trained with
Patcher VTC+DVDM
ActionBench-SSv2 (with Patcher)

100 4 95.0
90. 7

82.4
68.8
20 EEl Action Antonym
B Video Reversal
Object Replacement
0

—-=-- Random Guess

InternVideo  CLIPVIP  Singularity
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

How can we without
compromising their general VL capabilities?

e . : . ,
% ActionBench Action-centric IProbmg Tasks, | Downstream Tasks |
(<] Data bvom] Loss ----T---' A -
Frozen G;V — action-centric 6 T
VidLM representation
' Knowledge Patcher @~ ——>000—>  Knowledge Fuser
backbo representatlon = A
\_/ Learning action knowledge Integrating with backbone

The KP representation is highly specialized in action understanding

12



Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

- = N
backbone fused ) )
text | 1t* | Jvs video A light-weight
feature A feature cross-attention module
which fuses the learned
Cross-Attn ] Knowledge Patcher
— pooled features with the frozen
KrI;ovtvlﬁdge keyT"a'”e FAUeY ackbone backbone features
atcher *  vid
features V D [:] [:] [ ] v fglatﬁ(r)e

Paxion: Knowledge Fuser
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

> Downstream Tasks

Video-Text Retrieval Causal-Temporal VQA Video-to-Action Retrieval
SSv2-Label NEXT-QA SSv2-Template Temporal
- _a
More object-centric Require causal and temporal More action-centric

understanding of objects and actions

Video-Text " . )

Retrieval pushing scissors so
Example that it falls off the table"
Video-to-A

ction "pushing something so
Retrieval that it falls off the table"
Example

SSv2-template (where the main object is obfuscated)

14



Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

> Downstream Task Results

PAXION with Knowledge Fuser outperforms/performs competitively with

VTC-only baselines on both object-centric and action-centric tasks

Method [Patcher Training Loss]

Video-Text Retrieval
SSv2-label

Video-to-Action Retrieval

SSv2-template

Temporal-SSv2

Rl,2: R5.2¢t Rlis, Rb5:2, | R1 R5 R1 R5
InternVideo Backbone 188 399 199 40.0 5.6 15.9 11.2 35.8
KP-Transformer FT [VTC] 24.1 50.0 21.7 46.0 21.1 55.9 41.1 88.9
KP-Perceiver FT [VTC] 270 574 27.1 56.8 | 24.8 59.7 42.5 91.3
Side-Tuning [61] [VTC+DVDM] 309 592 266 53.1 22.2 55.1 50.2 90.9
PAXION [VTC+DVDM] 323 612 28.0 543 26.9 61.5 51.2 91.9

NExT-QA

Method [Patcher Training Loss] Original ATP-hard [7] Paxion helps moreon T

C T D al [ C T al and C questions, and on
InternVideo Backbone 433 38.6 525 432|270 273 271 ATP-hard where the
KP-Transformer FT [VTC] 46.1 450 61.3 48.1 | 32,5 33.6 330 temporal and action
KP-Perceiver FT [VTC] 46.0 46.0 589 48.0 | 30.1 31.6 30.7 K led . I —
Side-Tuning [60] [VTC+DVDM] | 549 520 69.8 563 | 374 360 36.8 nieiliEl)e ks Enr gl Ae
PAXION [VTC+DVDM] 56.0 53.0 685 57.0 | 388 38.1 38.5
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Knowledge Fuser: Retaining VL capabilities while leveraging the patched action knowledge

> Analysis

more
object- SSv2-L R1v

el SSv2-L R1t
NEXT-QA test
— SSv2-T R1

action- & Temp-SSv2 R1 -1.5
centric

+41.7 SSv2-L R1v
SSv2-L R1t

NEXT-QA test

SSv2-T R1
Temp-SSv2 R1

-4.4

+18.5

0 10 20 30 40
A Score (%)

Finetune v.s. Fuse

f

—IS (I) é 1I0 1|5 2'0
A Score (%)
VTC vs. VIC+DVDM

~

Compared setting: Finetune Knowledge
Patcher[VTC+DVDM] w/o a Knowledge Fuser

Compared setting: Add Knowledge Fuser to a
Knowledge Patcher trained with only VTC loss

Knowledge Fuser is essential for retaining
object understanding capabilities

DVDM patching improves action
understanding on downstream tasks
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Qualitative Examples of PAXION

I
=

28 video-to-Action Retrieval (Temporal-SSv2)
‘ e —
’bi‘ v/ '/Approaching/something with your camera"

Causal-Temporal VQA (NExT-QA)
Question: V' A. "raised his hand to take the camera"
"what did the X B. "bored"
baby do|afterhe X C. "turn back to the toy"
approached near ¥ D. "move his legs"
the camera?"  y E "suck his thumb"

VTC-Finetune

Ranking Scores

5.1% 60.0%

i

- X ['Moving away from something with your camera"
_ VTC-Finetune Paxion

Ranking Scores

16.8% 129.9% |
21.3%

. (]

0.4%
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Qualitative Examples of PAXION

Video-Text Retrieval & Video-to-Action Retrieval Failure Examples

Dataset Text Candidates Score | Rank  Score | Rank

Temporal- J "Lifting something up completely without letting it drop down" (254%) (2)  (284%) (2)
S§Sv2 X ‘Lifting up one end of somethlng then letting it drop down"  (47.2%) (1)  (39.0%) (1)
VTC-Finetune Paxion

Object identification

Remaining k.
SSv2- v "bending tube so that it deforms" @
Cha I I e nges label X "holding soaps over tooth paste" @ @
"= VTC-Finetune Paxion

NExT-QA Failure Example

Question GT Answer Candidates Score | Rank Score | Rank
v A. "eight" 8.5% ) (17.3%)
"how many goats can be X B-"onch 23:3%) 2D COU nti ng
spotted?” X C. "two" 272%) (1) (202%
X D. "three" 24.8% 243%) (1)
X E. "four" 16.2% 20.6%
VTC-Finetune Paxion
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