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Multi-vector Retrievers

Query

D2

D1

D3

…

Positive

Negative

Negative

Similarity

Similarity = Dot product?

Typically, last layer token reps from an LM

Better representational capacity (= better performance)
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ColBERT Khattab and Zaharia., 2020

Query D1

Sum-of-max

Non-linear operator between Q and D

=> Cannot be applied in large-scale MIPS (e.g. Faiss, ScaNN)

Similarity

= avg(    ,     )
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https://arxiv.org/abs/2004.12832
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Problems with Three-stage Inference

Training-testing mismatch
We do not have token retrieval during training.

Complicated & expensive scoring
We need to load token vectors and recompute.

XTR: ConteXtualized Token Retriever

Let’s retrieve important document tokens

So that we can have simpler scoring with retrieved tokens
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ColBERT(v2) Training

B mini-batch documents

Minimize
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XTR Training

Important/salient tokens from positive documents should be retrieved first to be scored!
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XTR Training
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XTR Inference
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Better alignment of training and testing
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Problem
# of docs are different during Training/Inference

B mini-batch docs O(102) vs N entire documents O(106)
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Missing Similarity Imputation

What if important tokens are not retrieved for Db?

So we impute the missing similarity!
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Imputing Missing Similarity
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We want to impute the missing similarity.

From top-k retrieved tokens, we know that the missing 
similarity is upper-bounded by the last top-k score.

We simply take the k-th score for our imputed value.
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4,000× Cheaper
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XTR training & inference
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FLOPs Comparison

4,000x smaller FLOPs!
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Results on Zero-shot Document Retrieval
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BEIR

nDCG@10

+3.9

+3.6

BEIR
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Results on EntityQuestions & OpenQA
Dense retrieval significantly falls behind sparse retrieval on this dataset.
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Results on LOTTE
Zero-shot Retrieval
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Results on Multilingual Retrieval
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Analysis
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1. Given each retrieved document 
tokens, how often does it come from the 
gold document?

2. Given each retrieved document token, 
how often does it lexically match the 
query token?



Analysis
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From gold document?

Lexically match?



Analysis
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Right context,
Contextualized tokens

Wrong context,
Lexically identical tokens



Analysis
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Analysis
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Ablation on MS-MARCO

In general, fret gives better recall.
We need both Retrieved SoM + Imputation to make XTR working.

Retrieved SoM + Imputation

w/o Imputation

w/o Retrieved SoM

Full SoM
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XTR does not need secondary “contrastive” pre-training
(e.g., GTR, Contriever)

Operates directly on contextualized token representations
=> no secondary pre-training is required (e.g. GTR, Contriever)
=> scales better with larger LMs

Could be applied to different sets of vectors in different modalities 
(images, video, speech, etc).
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Thank you!
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Rethinking the Role of Token Retrieval in Multi-Vector Retrieval (NeurIPS 2023)
Paper: https://arxiv.org/abs/2304.01982 (to be updated)

Code: Open-source coming soon!

Contact: jinhyuklee@google.com

https://arxiv.org/abs/2304.01982
mailto:jinhyuklee@google.com

