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I\/Iotlvatlon Multiagent Systems (MAS)
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Motivation: Learning state-dependent features of MAS

Consider a system of M € N, agents or particles
» xIMl e XM pointwise-in-time state of system, ()?’[M])m state of agent m
> State-dependent feature of system with state-to-feature mapping fiy : X — R

» Goal: Learn fy; from data (X{M],yl[M]), .. .,()?,[\,M],y,[VM]), assuming

M M
v = Y 1
~~ Standard supervised learning problem (regression)
» Most kernel methods lead to estimate of the form

N
fn=>" ok (-, ),
n=1

where ky 0 XM x XM — R is the kernel
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Microscopic to mesoscopic
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Mean field limit of functions

Definition
Sequence g : XM — R, M € N4, has mean field limit (MFL) g : P(X) — R,
denoted by gy RGN g, if

lim sup [gm(x) —g(a[x])| =0,

M—00 g xm
where A[X] = SM 4., is the empiricial measure with atoms x, . .., xu.

> Reasonable assumption: fy N f, where MFL f : P(X) — R is state-to-feature
map on mesoscopic level
» Learning on mesoscopic level: Data now (u1,y1),- .., (1N, Yn), where

Yn = f(1n) + 1n
» In this situation, kernel methods need kernel k : P(X) x P(X) = R
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Questions

Central question How are the learning problems on the microscopic and mesoscopic

level related?
1. Mean field limit of kernels ky; : XM x XM — R? Mean field limit RKHS?
2. Mean field limit in representer theorem?
3. Mean field limit of statistical learning problems? Convergence of risks and
(regularized) Empirical Risk Minimizers?
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Previous work: Mean field limit of kernels

Definition
ky XM« XM SR Me N, kernels on XM have mean field limit
k: P(X) x P(X) — R, denoted by ky — k, if

lim  sup [km(X,X') — k(a[x], alx'])| = 0,

M—oco o *lexM

Theorem (informal, cf. F., Herty, Rom, Segala, Trimpe '23)

If (km)m is a sequence of permutation-invariant, uniformly bounded, and uniformly
Lipschitz-continuous (w.r.t. the Monge-Kantorowich metric) kernels on XM where X
is a compact metric space, then there exists a subsequence that has a mean field limit
k, which is again a kernel.
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Mean field limit of RKHSs

Theorem (informal, Thm 2.3 in the

paper)
k mean field limit kernel of (kp)m, Hu ki MFL of ky )
and H, the associated RKHSs. V.

» Every RKHS function f € Hy arises as
a mean field limit of functions

fM € H/\/l.
» Every uniformly norm-bounded MFL of fiu & Hu
. HM Hk
sequence fy € Hpy has a mean field M — oo

limit £ that is in Hx and shares the
same norm bound.

RKHS Hy is the mean field limit of the RKHSs Hy,
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Representer theorem in the mean field limit

Theorem (informal, Thm 3.3 in the paper)

Assume ﬂ[)?,[,M]] — pip for M =00, n=1,...,N, let L : RN — R>¢ be continuous and

strictly convex, and A > 0. For each M € N, the problem

min L(FGAMDY), .. FGEYDY) + Al

feEHy

has a unique solution £, = ZQI:1 aLM]kM(-,%,LM]) € Huy,

min L(f(u1), - - F(un)) + Allf |«

has a unique solution f* = SN « k(- un) € Hi, and oy DL £+ for M — oo.
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Regularized empirical risk minimization in the mean field limit

Proposition (informal)

Loss functions £ : XM x Y x R — Rsg, M € N4, have a mean field limit
?:P(X) x Y xR — Rxq under reasonable assumptions.

Definition
Data sets D%V’] = ((?{M],ylM])

: (
Dy = ((p1,y1)s - - -5 (s ywv)) if M[f[
n=1,...,N.

M MYy have mean field limit
]

| = pn andy,[7 ]—>y,,forM—>oo,foraII

Proposition (informal, Prop. 4.3 in the paper)

Regularized empirical risk minimizer for data Dy is mean field limit of the regularized
empirical risk minimizers for data D%\/’], and the (empirical) risks also converge.
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Regularized risk minimization in the mean field limit

Definition

Probability distributions Py on XM x Y, M € N_, converge in mean field to
probability distribution P on P(X) x Y if

/ F(AL], y)dPM(Z, y) = (s ¥)AP (s ).
XMxy PX)xY

for all continuous and bounded f : P(X) — R.

Proposition (informal, Prop. 4.5 in the paper)

If P is the mean field limit of Py, and ¢ the mean field limit of ¢, then the
regularized risk minimizer w.r.t. P and £ is the mean field limit of the regularized risk
minimizers w.r.t. Py, and £y.
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Summary

Results
» Mean field limit of RKHSs (increasing number of inputs of kernels)
» Representer theorem in mean field limit
> Mean field limit for statistical learning theory setup
» Convergence of regularized (empirical) risks and mean field convergence of
minimizers
Relevance
> New large-scale limit in theory of machine learning

» Theoretical foundation for new learning tasks on multiagent systems
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