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» LLM suitability for domain-specific tasks, e.g., finance and healthcare, is limited due to their
immense scale at deployment, susceptibility to misinformation.

« Tuning small LMs on target domain data requires extensive human effort and expert knowledge,
making supervised fine-tuning very expensive

Intuitions Table 1: A qualitative comparison of human annota-
tion, LLM annotation, and IMFL .

« High-fidelity human annotation + low-fidelity LLM annotation |

Human LLM IMFL
. . . .. ) . Cost Saving Low Very High High
» Interactive fine-tuning + knowledge distillation (prompt retrieval) Quality | VeryHigh  Low High
Efficiency Low Very High High
« Limited budget: less human effort with large LLM annotations Performance | Very High ~ Low  High/Very High
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Overview

Interactive fine-tuning IMFL vs Human Annotator

85
‘ ____________________________ High-fidelity
/ Limited annotation budget , human-annotated 801
: | : data S ]
_ —, Uncertainty : g7
Score ! Human ! = 90
i annotator i o
! i G 65
Target LM : : Prompz‘ E
: ! retrieval 60 -
: LLM annotator !

v 55 -
2 I QQ\/
y .’8—' {8k, EFT-E.2) in- CCE:EE’_ +‘3‘§+ &+‘3‘§+‘?‘§+~2~§®\€\
Query Assign ,' learning  Low-fidelity > R

____________________________

Unannotated Acquired LLM—acljnnotated (b) Compare IMFL
data pool samples (a) Overview of IMFL framework ata (1X Human + 4X GPT3.5)
with human annotators

IMFL aims at solving the best acquisition strategy that balances between low-fidelity automatic LLM annotations and high-fidelity
human annotations to maximize model performance given limited annotation budgets. (b) IMFL significantly outperforms the 3X human
annotation baselines in all four tasks and is very close to 5X upper bound in the Headline dataset (showed). This result indicates that
the high human annotation cost in domain-specific tasks can be greatly reduced by employing IFML, which utilizes fewer human
annotations combined with cheaper GPT-3.5 annotations to achieve competitive performance.
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Interactive Multi-fidelity Learning (IMFL)

 Problem Formulation

Given a total annotation budget B and a computational cost C, we aim to fine-tune a
small LM f(z;0%): X = Y on a downstream task by annotating samples from an
unannotated data pool ¢/ = {z;}Y_, to constitute the annotated sample set A (|A| < B
and initially A = @) such that its performance is maximized.

Annotation set — a human-annotated subset Ax and an LLM-annotated subset Ag
Total annotation budget — human annotation budget Bz and LLM annotation budget Bg
« Multi-fidelity Learning Framework
1

A |

> Initialization 6% = argmin Z L(f(xz;;0%),y), i=1,..,n,

1 ” 1
> Fine-tuning £t = 1] > L(f@s0) )+

T
(zi,yi) €AY | G| (z;,9;)€EAG

£ (f(s:67),;)

intunn > Termination two stopping criteria: (1) annotation budget and (2) computational cost
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Novel Designs in IMFL

Algorithm 1 IMFL framework
Require: unannotated data pool U/, target LM model f,

% Design 1: In-context learning with

similarity-based prompt retrieval TS TE S, ARG BINEEtE
_ , _ Initialization: A = &, § = 6% on AY
s Design 2: Variable batch-size query for roundsr = 1,..., R do

Us < Extract from U by random sub-sampling
[Q%, Q] « Acquire [BY;, Bg;] samples by query

I Human annotation pool Human annotation function S on model f, data U/
o LLM annotation " < Annotate acquired samples Q7; by human
N @, Ang = Ag U Al
5 i O Execute prompt retrieval from A g
© e Promot G < Annotate acquired samples Q¢ by LLMs
o Prompt P = e ”
S | Prompt retrieval retrieval A" = Ay UAg
o P T
b= retneval u=u \ A
S @ @ f(x:;0) « Fine-tune f(a;;0) on A"
= return f(x;0"), A

13t round 2" round 39 round -
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Exploration-Exploitation Query Strategy

EEQ harnesses human annotation for exploitation by maximizing informativeness through

uncertainty sampling, and LLM annotation for exploration by enhancing representativeness
through diversity sampling --- two-stage selection

x; = argmax [1 — p(f(x;; Q(T)) | x;; (9(7“))}

L
Embeddings Exploration Exploitation
¢ . s ikmeans i pe= "7, .. iUncertainty i e~ " .. i Update human
LoV clustering | Tiael i 1 score | Sigiey e { annotated pool
R g B —— | i ®
r i3 y E E o o Y
- S R ' ° o i ' 2 0 i ICL with prompt
e T RN ——— el L. retrieval
Unannotated data pool Select cluster centers Low High Human annotator LLM annotator

lllustration of exploration-exploitation query strategy with core components and steps
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Experiments Setup

Fine-tuning. Dolly 2.0 as the target LM for fine-tuning on 8 NVIDIA V100 32G

Query and Annotation. GPT-3.5-turbo as the LLM annotator and limited our unannotated
data pool to only contain 3000 data samples (sampled from the original training dataset)

Annotation and Computational Budget. Annotation budget of 1000 for all datasets, human
annotation is 200 and LLM annotation budget is 800. A total number of interaction rounds for

fine-tuning is 5.

Table 2: Summary of the four domain-specific datasets used in our experiments.

Domain Name Task Size (train/test) Metric
Financial FPB [29] Sentiment Analysis 3876/969 F-1 score
Financial Headline [40] News Classification 9130/2282 Average F-1 score
Medical PubMedQA [18] Biomedical QA 500/500 Accuracy
Medical MedQA [17] Medical knowledge QA 11450/1273 Accuracy
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F1l-score

Main Results: IMFL vs Human

Comparisons between our multi-fidelity learning (200 human + 800 GPT-3.5 annotations) and
various sizes of human annotations.
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Main Results: IMFL vs GPT

Comparisons between our IMFL and single low-fidelity (all GPT-3.5) annotation on four
domain-specific tasks given 1000 annotation budget.

FPB (Financial) Headline (Financial) PubMedQA (Medical) MedQA (Medical)
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Analysis: EEQ and Designs

Exploitation-Exploration Query vs Random Query Strategy

Method Budget Query Strategy Dataset
Multi/Single Human GPT-3.5 EEQ/Random FPB  Headline PubMedQA MedQA
Human + GPT-3.5 200 800 EEQ 47.88 81.09 73.76 67.98
Human + GPT-3.5 200 800 Random 41.94 74.32 66.03 63.77
Only Human 1000 0 Random 43.81 75.46 68.87 70.17
Only GPT-3.5 0 1000 Random 38.56 71.04 65.89 47.13
Effects of prompt retrieval, variable batch size, and batch orders
Method Dataset
Budget Batch Batch size Retrieval FPB  Headline PubMedQA MedQA
1000 5 Mini-Batch  Variable Similar  47.88 81.09 73.76 67.98
1000 5 Mini-Batch Equal Similar  46.34 80.28 72.05 66.11
1000 5 Mini-Batch  Variable = Random 42.09 73.98 67.44 63.56
1000 5 Mini-Batch Equal Random 42.34 73.77 68.10 63.42
1000 1 Full-Batch NA Similar  43.72 75.48 68.90 63.79
1000 1 Full-Batch NA Random 39.80 72.11 65.94 5723
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Analysis: different LLMs and Human Ratio

A comparison of annotation accuracy by GPT-3 , GPT-3.5 and GPT-4 in zero/few-shot learning

GPT-3 Annotation GPT-3.5 Annotation GPT-4 Annotation
retrieval 5-shot O0-shot retrieval 5-shot 0-shot retrieval 5-shot 0-shot

Headline  75.59 7251 70.25 79.40  76.15 73.31 80.13 7834  77.20
MedQA 5142 4489 42.03 59.45 53.57 50.82 82.67 81.38  78.87

Ablation Study of Human Annotation Ratio

Method Number of Annotations Dataset
Human GPT-3.5 FPB Headline PubMedQA MedQA
IMFL 200 (1x) 800 47.88 +-098 81.09 +-0.58 73.76 =095 67.98 - 1.45

IMFL 100 (0.5x%) 900 43.66 =142 7541 +£1.01 7088 +1.08 61.44 1+ 1.83
IMFL 50 (0.25x%) 950 40.76 £1.48 73.65+t1.09 68.18=1.11 52.38+1.93
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Discussion and Limitation

Our achievement
« IMFL can significantly reduce the high cost of human annotation in domain-specific tasks.

« IMFL efficiently uses sparse human supervision to improve GPT-3.5/4 annotations through prompt
retrieval and in-context learning, ultimately leading to enhanced performance.

Our future work

 IMFL framework assumes that the annotation budget is defined by the number of annotations, rather
than reflecting the true cost which typically involves multiple complex factors.

« IMFL’s performance is limited by the size of the unannotated dataset and the diversity of examples
presented in the dataset as IMFL only seeks to improve performance through annotating existing
samples rather than creating new samples.

«  The performance of IMFL to continue to grow by incorporating stronger LLM annotators, such as
GPT-4-turbo, to further improve annotation accuracy
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