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A poison coupling effect

[5] Zheng R, Tang R, Li J, et al. Data-free backdoor removal based on channel lipschitzness[C]//Computer Vision–ECCV 2022: 17th European Conference, Tel Aviv, Israel, 

October 23–27, 2022, Proceedings, Part V. Cham: Springer Nature Switzerland, 2022: 175-191. 

Model poisoned by Federated backdoor is difficult to cured by pure pruning method



Proactive defense for poisoned decoupling

Attacker can only poison a subspace of model, therefore mitigating the coupling effect 

Subspace: a set of parameters with constant size



Pro-active local procedures:

• Isolated subspace training

• Mask searching

• Consensus fusion

Poisoning removal via parameters pruning



Isolated subspace training

Keep sparse during K steps of local training

Isolated subspace training

Initial sparse model before the first local step:

Keep the sparse structure according to the client's subspace

Each client's own subspace 
(a binary mask) 



Dynamic subspace searching 

Goal: Each client progressively involve the most important parameters within its subspace 



Dynamic subspace searching 

• Subspace initialization (each client has the same subspace)



Dynamic subspace searching 

• Subspace Pruning (criterion: absolute weight value)

(Prune out Bottom-K params with smallest 
absolute weight value) 

Subspace model

Phase I (pruning)



Dynamic subspace searching 

• Subspace Recovery (criterion: gradient magnitude)

Phase II (recovery)



Dynamic subspace searching 

• Subspace Recovery (criterion: gradient magnitude)

Phase II (recovery)

(Recover Top-K params 
with the largest gradient 

magnitude) 



Consensus fusion (after FL training)

• Goal: Prune out the poisoned parameters for the ”subspace isolated poisoned" model

• Intuition: The poisoned parameters should not appear in the benign subspace.

• How to prune?

 Obtain the clean coordinates that have at least 𝜃 times overlap with others.

Overlap=1 
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Consensus fusion (after FL training)

• Goal: Prune out the poisoned parameters for the ”subspace isolated poisoned" 
model

• Intuition: The poisoned parameters should not appear in the benign subspace.

• How to prune?

 Project the global model into the clean coordinates.



ASR is lower up-to 93% compared with no defense, though with approx. 3% drop of benign acc

Defense efficacy is better for larger poison ratio!  

Experiment results

Poison ratio p: Ratio of data being poisoned in an attacker

Attacker ratio: # of attackers / # of total clients (fix to 0.1)



Thank you!

Source code: https://github.com/git-disl/Lockdown 

Proactive local mechanism is necessary for backdoor 
removal of a federated learning model.

Main Takeaway:
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