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Background
● Offl ine Reinforcement Learning

● Offl ine Meta-Reinforcement Learning(OMRL):



Problem
● context shift:

 context from behavior policy during meta-traning
 context from exploraion policy during meta-testing

behavior policy ≠ exploraion policy



Motivation

●  Eliminate information about behavioral policy

●  Weakening the impact of exploration policy during testing



Method 
● Max-min Mutual Information Representation Learning:

● maximize the MI with task (maxMI)

● minimize the MI with behavior pol icy (minMI) 



Method
● Common exploration strategy             

                                    context

● Non-prior Context Collection Strategy(Np)

                   explore independently and randomly at each step

                                                 explore
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Experiments
● environments:

● reward funct ion change:

● goal,  veloci ty etc.

● dynamic funct ion change:

● mass, inert ia,  etc.

● datasets:

● use SAC on each training task as behavior pol icy



Experiments
●  Main result: CSRO achieves the best performance



Experiments
● Ablation:

● without minMI and Np components



Experiments
● Ablation:

● compare CSRO with other basel ines without and with Np



Experiments
● visualize the task representations



Thanks!


