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Introduction and Motivation

 Objective: Predicting missing relations in  evolving 

knowledge graphs.

 Goal: Training on one graph and test on another graph.



Introduction and Motivation

 Relevant rules are cycles 

that pass the target link, while 

irrelevant rules are on the 

contrary.

 Existing methods cannot 

differentiate relevant rules 

from irrelevant ones, resulting 

in suboptimal representations 

with irrelevant information.



Method

 We propose a novel single-source edge-wise GNN REST, which 

encodes relevant rules and eliminates irrelevant rules within the 

subgraph.



Method

 Single-source Initialization:

 Edge-wise Message Passing:



Theoretical Analysis and Findings

 Our REST is basically different with GraIL.



Theoretical Analysis and Findings

 Our REST is theoretically effective.



Experiments

 REST is effective:

 REST outperforms existing rule-based and subgraph-

based methods by a large margin



Experiments

 REST is efficient:

 REST significantly accelerates the subgraph 

preprocessing time by up to 11.66×(6.02× on average).



Experiments

 Case study
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