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Background

* DNNs have achieved great success by applying well-designed models on large-scale
claborated datasets
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Two-stage Learning

HUAWEI
e Stage-1:

a) Adopt uniform sampling

b) Jointly train the feature encoder & the classifier

Stage-1 (Representation Learning)
° =) ] o _U_m_fo_rr_n ___________ : Encoder
Stage 2 | S e ‘K | Classifier

a) Adopt class-balanced re-sampling CTTTTTTTTTTTToe >] )

b) Fix the feature encoder | G balanced |— |

c) Re-train the classifier B ittt |

* Representative methods: cRT, DRS, BBN, ......
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Can re-sampling benefit long-tail learning in the single-stage framework?
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Learning And Mining from DatA

Motivation

Can re-sampling benefit long-tail learning in the single-stage framework?

* Re-sampling leads to opposite effects on long-tail datasets

e On MNIST-LT dataset,
Re-sampling helps long-tail learning MNIST-LT CIFAR100-LT

(More balanced, more helps). S 892 90.2 &
%) 848 A% 2 P% 383 176
s s ~ e 37.
« On CIFAR100-LT dataset, 2|5 : X 362
Re-sampling harms long-tail learning < 6i$/~’ < X341
2 2 Y
(More balanced, more harms). = =
0 02505 075 1 0 02505075 1
Balance Ratio y Balance Ratio y
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Success/Failure of Re-sampling

* Comparing CE, cRT, CB-RS on four long-tail datasets

Table 1: Test accuracy (%) of CE with uniform sampling, classifier re-training (cRT), and class-
balanced re-sampling (CB-RS) on four long-tail benchmarks. We report the accuracy in terms of all,
many-shot, medium-shot, and few-shot classes.

All Many Med. Few| All Many Med. Few | All Many Med. Few| All Many Med. Few

CE 65.8 99.1 89.9 0.0 |456 947 43.1 0.0 [39.1 658 36.8 8.8(35.0 57.7 265 4.7
cRT 82.5 96.6 89.4 58.8(603 77.1 614 42.1|41.6 630 40.4 16.5|41.9 529 39.2 23.6
CB-RS[90.8 987 94.4 77.7|80.5 86.6_74.3 82.8)34.1 595 31.1 6.2 |37.6 47.5 36.5 16.7

MNIST-LT Fashion-LT ‘ CIFAR100-LT ImageNet-LT

* cRT performs best on CIFAR100-LT and ImageNet-LT, indicating that CB-RS can help for
classifier learning, while harms representation learning.

* CE-RS outperforms cRT on MNIST-LT and Fashion-LT, indicating that CB-RS learns better
representations than uniform sampling on these two datasets.
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Hypothesize

* We hypothesize that re-sampling is sensitive to the contexts in the samples

O 310
o dios
ﬁ.' NEURAL INFORMATION
o, . PROCESSING SYSTEMS
s

:

Table 1: Test accuracy (%) of CE with uniform sampling, classifier re-training (cRT), and class-
balanced re-sampling (CB-RS) on four long-tail benchmarks. We report the accuracy in terms of all,

many-shot, medium-shot, and few-shot classes.

MNIST-LT Fashion-LT
All Many Med. Few| All Many Med. Few

All Many Med. Few

ImageNet-LT

CIFAR100-LT
All Many Med. Few

CE 65.8 99.1 89.9 0.0 456 947 43.1 0.0
cRT 82.5 96.6 89.4 58.8(60.3 77.1 61.4 42.1

CB-RS[90.8 987 94.4 77.7/80.5 36.6 74.3 82.8

39.1 658 36.8 8.8 350 57.7 265 4.7
41.6_63.0 40.4 16.5/41.9 529 39.2 23.6
34.1 595 3I1.1 6.2 |37.6 47.5 36.5 16.7
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Learning And Mining from DatA

A Closer Look at Re-sampling

* Re-sampling can learn discriminative representations

Training Set Test Set Training Set Test Set

tail-classes % - © tail-classes

(a) Uniform sampling. (b) Class-balanced re-sampling.

Figure 2: Visualization of learned representation of training and test set on MNIST-LT. Using class-
balanced re-sampling yields more discriminative and balanced representations.

* With uniform sampling on MNIST-LT, the representation space 1s dominated by head classes
* By applying class-balanced re-sampling (CB-RS), both head and tail classes are discriminative.
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A Closer Look at Re-sampling

* Re-sampling is sensitive to irrelevant contexts

Input Uniform CB-RS Input Uniform CB-RS

bear
Head
Classes

Figure 3: Visualization of features with Grad-CAM [I7] on CIFARI100-LT. Uniform sampling
mainly learns label-relevant features, while re-sampling overfits the label-irrelevant features.
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* On CIFARI100-LT, class-balanced re-sampling (CB-RS) leads to overfitting on the irrelevant
contexts from tail classes, and unexpectedly affects the representation of head classes.
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Proposed benchmark

* We design Colored-MNIST-LT (CMNIST-LT) by injecting colors into MNIST-LT to

artificially construct irrelevant contexts, and compare cRT and CB-RS on these two datasets.

Lead Classes MNIST-LT CMNIST-LT o
;\?100- l—fﬂ-«%‘_.\. ;\?100- o EE Uniform
~ _ e _ ~ i cRT
%‘ 7 g‘ 7 & 80 mmm CBRS
g g 50 g 50 g 6od
B < < <
g w254 —*— Uniform w05 =
e @ @ o
i3} K cRT = 5 404
G s © o S 1™
0123456789 0123456789 20~
Class Index Class Index MNIST-LT CMNIST-LT
Class Index (a) Comparison of class accuracy. (b) Overall accuracy.
Figure 7: Illustration of the CMNIST-LT benchmark. Figure 4: Comparison of Uniform sampling, cRT, and CB-RS on MNIST-LT and CMNIST-LT.

* The results show that CB-RS succeeds on MNIST-LT and fails on CMNIST-LT, thus validating the
negative impact of irrelevant contexts on re-sampling.
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Method

* Context-Shift Augmentation (CSA)

a simple approach to make re-sampling robust to context-shift

{  Long-tailed ! i Uniform Module i i Activation map (D Extracting Rich Contexts |
1 1 | : | E :
| Dataset : ! : DS )n Masking Context memory bank
i : > LossL* |+ =i l
il Head classes 1 ! - k: : : i
' L —— >E—V—{: |
A o :
i ' . v Original image  Background image |
1 TR ey ! g !
Ny e
I i : e P « @ Re-sampling with Augmentation
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Experiments

* Results on long-tail datasets

Table 3: Test accuracy (%) on ImageNet-LT dataset.

ResNet-10 ResNet-50

Table 2: Test accuracy (%) on CIFAR datasets with various imbalanced ratios. (Al All' Many Med. Few
Dataset CIFAR100-LT CIFARI0-LT CE 34.8 41.6 640 338 5.8
Imbalance Ratio 100 50 10 100 50 10 Focal Loss [31] 30.5 - - - -
CE 383 439 557 | 704 748  86.4 IC:)SLER] 22; - - - -
Focal Loss [31] 384 443 558 | 704 767 867 (28] - - - -
CB-Focal [7] 396 452 580 | 746 793  8§7.1 CRT [6] 41.8 47.3  58.8 440 26.1
CE-DRS [15] 416 455 581 | 756 798 874 LWS 6] 41.4 477 571 452 293
CE-DRW [15] 415 453 581 | 763 800 876 BBN [14] . - 483 - - -
LDAM-DRW [13] 420 466 587 | 770 81.0 882 CMO [27] - 49.1  67.0 423 205
i%gs[ | fé-g 32-2 22 } ;:S gg-i gg; CSA (ours) 427 491 625 466 24.1

O W2 . J0. J. . . t -
BEN [I4] e 470 01 | sox s s CSAT (ours) 43.2 49.7 636 470 238
mixup [29] 39.5 45.0 58.0 73.1 77.8 87.1 T denotes a longer training of 100 epochs.
Remix [33] 41.9 _ 594 | 754 _ 88.2
M2m [32] 435 - 576 | 79.1 - 87.5
CAM-BS [13] 417  46.0 - 754 814 - v
CMO [27] 439 483 595 - - - _ : —wed :
cRT+mixup [34] 451 509 621 | 79.1 842 898 CSA outperforms Ic samphng/ IC Welghtmg’
LWS+mixup [34] 44.2 50.7 62.3 76.3 82.6 89.6 head_to_tall knowledge transfer’ and data
CSA (ours) 458 496 613 | 80.6 843  89.8 .
CSA + mixup (ours) | 46.6 519  62.6 | 825 860  90.8 augmentation methods
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Experiments

v CSA remedies class-balanced re-sampling v" CSA yields better representations
e Re-sampling 9 Ours CE CB“fS ‘ Ours
%: 39.1 \é: 45.8
5 *=3lae 362 5 4»2‘23—8’41.’5/*
ét: *.\'S\i 1 io 4;4}/
70 02505075 1 F 0 02505075 1
Balance Ratio ¥ Balance Ratio y

Figure 9: Comparison of re-sampling and our method under different balance ratios +. Figure 10: Visualization of learned representation on CIFARI00-LT.

v CSA can be integrated with SOTA v CSA does not lead to much overhead

Table 11: Accuracy (%) on CIFARI00-LT by integrating the proposed CSA into BCL Table 12: Training time cost per epoch on CIFAR100-LT.
Imbalance Ratio | 100 50 10 | w/CE w/ BCL
BCL 51.9 56.6 64.9 Single-Branch 2.04 s 476 s
BCL w/ CSA 52.6 57.1 65.8 Dual-Branch 238s 485s
Ours 2.98s 5.10s
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Conclusion

* This paper investigates the reasons behind the success/failure of re-sampling
approaches in long-tail learning

* This paper proposes a new context-shift augmentation module.

Thanks!
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