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Background

• DNNs have achieved great success by applying well-designed models on large-scale 
elaborated datasets

• However, real-world data often exhibits a long-tail class distribution
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Two-stage Learning

• Stage-1:
a) Adopt uniform sampling
b) Jointly train the feature encoder & the classifier

• Stage-2:
a) Adopt class-balanced re-sampling
b) Fix the feature encoder
c) Re-train the classifier

• Representative methods: cRT, DRS, BBN, ……
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Motivation

Can re-sampling benefit long-tail learning in the single-stage framework?

• Re-sampling leads to opposite effects on long-tail datasets
• On MNIST-LT dataset,

Re-sampling helps long-tail learning
(More balanced, more helps).

• On CIFAR100-LT dataset,
Re-sampling harms long-tail learning
(More balanced, more harms).
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Success/Failure of Re-sampling

• Comparing CE, cRT, CB-RS on four long-tail datasets

• cRT performs best on CIFAR100-LT and ImageNet-LT, indicating that CB-RS can help for 
classifier learning, while harms representation learning.

• CE-RS outperforms cRT on MNIST-LT and Fashion-LT, indicating that CB-RS learns better 
representations than uniform sampling on these two datasets.
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Hypothesize

• We hypothesize that re-sampling is sensitive to the contexts in the samples

Highly semantically correlated Contain irrelevant contexts
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A Closer Look at Re-sampling

• Re-sampling can learn discriminative representations

• With uniform sampling on MNIST-LT, the representation space is dominated by head classes
• By applying class-balanced re-sampling (CB-RS), both head and tail classes are discriminative.
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A Closer Look at Re-sampling

• Re-sampling is sensitive to irrelevant contexts

• On CIFAR100-LT, class-balanced re-sampling (CB-RS) leads to overfitting on the irrelevant 
contexts from tail classes, and unexpectedly affects the representation of head classes.
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Proposed benchmark

• We design Colored-MNIST-LT (CMNIST-LT) by injecting colors into MNIST-LT to 
artificially construct irrelevant contexts, and compare cRT and CB-RS on these two datasets.

• The results show that CB-RS succeeds on MNIST-LT and fails on CMNIST-LT, thus validating the 
negative impact of irrelevant contexts on re-sampling.
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Method

• Context-Shift Augmentation (CSA)
—— a simple approach to make re-sampling robust to context-shift
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Experiments

• Results on long-tail datasets

 CSA outperforms re-sampling/re-weighting, 
head-to-tail knowledge transfer, and data 
augmentation methods
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Experiments

 CSA remedies class-balanced re-sampling  CSA yields better representations

 CSA can be integrated with SOTA  CSA does not lead to much overhead
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Conclusion

• This paper investigates the reasons behind the success/failure of re-sampling 
approaches in long-tail learning

• This paper proposes a new context-shift augmentation module.

Thanks!
Code is available: 
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