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Hello everyone, it's a great honour to introduce our NeurIPS 2023 work



Background: Knowledge distillation

Knowledge distillation uses features or logits of teacher models to improve student models



Background: Knowledge distillation

Knowledge distillation can effectively improve performance on different tasks



Different transformations, distance functions make up different KD designs



These KD methods also lost knowledge in the knowledge transfer



KD-Zero: 
Motivation

However, we observed that KD sensitive with teacher-student architecture



KD-Zero: Our New framework

We search for transforms, distances and weights for different models and methods



KD-Zero: Our New framework

We use evolutionary algorithms to crossover & mutation for best-performing distiller.



KD-Zero: Our New framework

We valuate their performance and sharpness & represent the gap between teacher-student.



KD-Zero: Results

On Cifar, our method achieves SOTA results on both features and logits distillation



KD-Zero: Results

Moreover, our method can scale to large-scale datasets and downstream tasks like detection, segmentation



KD-Zero: Results



Thanks for listening!

IThat's all. Thanks for listening.
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