
,

D
iff
-In

stru
ct:

A
U
n
iversa

l
A
p
p
ro
a
ch

fo
r
T
ra
n
sferrin

g
K
n
o
w
led

g
e
F
ro
m

P
re-tra

in
ed

D
iff
u
sio

n
M
o
d
els

W
eijian

L
uo

1,
T
ianyang

H
u
2,
S
hifeng

Z
hang

2,
Jiacheng

S
un

2,
Z
henguo

L
i 2,

Z
hihua

Z
hang

1

P
eking

U
niversity

1,
H
uaw

ei
N
oah’s

A
rk

L
ab

2

,
T
L
;
D
R
:
U
n
ifi
ed

F
ra
m
ew

o
rk

fo
r
U
n
d
ersta

n
d
in
g
K
n
o
w
led

g
e
T
ra
n
sferrin

g
o
f
D
iff
u
sio

n
M
o
d
els.

B
a
ck

g
ro
u
n
d

D
iff
u
sio

n
M
o
d
els

D
M

learns
score

functions
by

m
inim

izing:

J
(θ)

= ∫
T

0

E
p
0 (x

0 )p
0t (x

′t |x
0 ) [λ

(t)||∇
x
′t log

p
0t (x

′t |x
0 )−

s
θ (x

′t ,t)|| 22 ]d
t

K
n
o
w
led

g
e
T
ra
n
sferrin

g
o
f
D
M

▶
A
fter

training,
a
D
M

learns
rich

know
ledge

ab
out

data
distributions,

m
aking

them
valuable

assets.

▶
M
oreover,

in
m
any

applications,
high-quality

data
(such

as
3D

datasets)
is
exp

ensive
(or

even
im
p
ossible)

to
obtain;

▶
w
e
are

m
otivated

to
study

transferring
know

ledge
of

pre-trained
diff

usion
m
odels

to
other

generative
m
odels,

such
as

im
plicit

generative
m
odels

or
generators.

▶
D
iff
-Instruct

is
tailored

for
such

a
know

ledge
transfer.

O
u
r
W

o
rk
:
T
h
e
D
iff
-In

stru
ct

B
rief

S
u
m
m
ary

o
f
D
iff
-In

stru
ct

▶
S
et

up
a
M
ath

foundation
of

know
ledge

transferring
of

D
M
s;

▶
S
O
T
A
single-step

diff
usion

distillation
m
odel;

▶
C
onsistently

im
proving

pre-trained
G
A
N
generator

m
odels;

M
a
th
em

a
tica

l
S
etu

p

▶
W
e
have

a
pre-trained

teacher
diff

usion
m
odels

p
(t) (x

t )
and

a
student

im
plicit

generative
m
odel

g
θ ,
w
hich

can
generate

data
sam

ples
effi

ciently
through

x
0
=

g
θ (z

),z
∼

p
z .

W
e
assum

e
x
0
is
diff

erentiable
to

param
eter

θ.

▶
L
et

p
(t)

denote
the

underlying
distribution

of
teacher

D
M
,
and

q
(t)

the
distribution

of
diff

used
student

distribution.

▶
T
he

goal
is
to

m
inim

ize
som

e
divergence

D
(q

(0),p
(0)).

T
h
e
In
teg

ra
l
K
u
llb

a
ck

-L
eib

ler
d
iverg

en
ce.

D
efi

n
itio

n
.

G
iven

a
forw

ard
diff

usion
process

and
a
prop

er
w
eighting

function
w
(t)

>
0,

t
∈

[0,T
],
the

IK
L
divergence

b
etw

een
tw
o
distributions

p
,q

is
defi

ned
as

D
[0,T

]
IK
L
(q
,p
)
:= ∫

T

t=
0

w
(t)D

K
L (q

(t),p
(t))d

t
:= ∫

T

t=
0

w
(t)E

x
t ∼

q
(t) [

log
q
(t)(x

t )

p
(t)(x

t ) ]d
t,

(1)

w
here

q
(t)

and
p
(t)

denote
the

m
arginal

densities
of

the
forw

ard
diff

usion
process

at
tim

e
t
initialized

w
ith

q
(0)

=
q
and

p
(0)

=
p
resp

ectively.

D
iff
-In

stru
ct:

▶
T
he

goal
is
to

m
inim

ize
the

IK
L
divergence

b
etw

een
q
(0)

and
p
(0)

▶
T
he

θ
gradient

of
such

an
objective

has
a
form

ula

G
rad(θ)

= ∫
T

t=
0

w
(t)E

z∼
pz

,x
0
=
gθ

(z
),

x
t |x

0 ∼
pt (x

t |x
0
) [s

q
(t) (x

t ,t)−
s
p
(t) (x

t ) ]∂x
t

∂
θ
d
t.

(2)

▶
B
ut

s
q
(t) (x

t ,t)
is
unknow

n,
so

w
e
fine-tune

an
auxiliary

diff
usion

m
odels

ϕ (x
t ,t)

w
ith

data
consistently

sam
pled

from
q
(0)

to
approxim

ate
s
q
(t) (x

t ,t).

D
iff
-In

stru
ct

A
lg
o
rith

m
:

In
p
u
t:pre-trained

D
M

s
q
(t) ,

student
g
θ ,
prior

distribution
p
z ,
D
M

s
ϕ ;

R
ep

ea
t:

1.up
date

ϕ
using

S
G
D
w
ith

gradient:
G
rad(ϕ

)
=

∂∂
ϕ ∫

Tt=
0
w
(t)E

x
0
=

g
(θ),

x
t |x

0 ∼
pt (x

t |x
0
) ∥s

ϕ (x
t ,t)−

∇
x
t log

p
t (x

t |x
0 )∥

22 d
t.

2.up
date

θ
using

S
G
D
w
ith

the
gradient:

G
rad(θ)

= ∫
Tt=
0
w
(t)E

x
0
=

g
(θ),

x
t |x

0 ∼
pt (x

t |x
0
) [s

ϕ (x
t ,t)−

s
p
(t) (x

t ) ]
∂x

t

∂
θ
d
t.

U
n
till

C
o
n
verg

e
.

▶
T
he

algorithm
has

a
diff

usion
fine-tune

step
and

a
student

m
odel

up
date

step;

▶
s
p
(t) (x

t ,t)
is
teacher,s

ϕ (x
t ,t)

T
A
,
and

g
θ
student;

▶
T
he

only
requests

g
θ
is
that

its
generated

sam
ple

is
diff

erentiable
to

θ;

C
o
n
n
ectio

n
to

D
rea

m
F
u
sio

n
:

▶
If
the

generator’s
output

is
a
D
irac’s

D
elta

distribution
w
ith

learnable
param

eters,
i.e.

q
(x

0 )
=

δ
g
(θ) (x

0 )
a.

▶
T
hen

the
D
iff
-Instruct

gradient
form

ula
b
ecom

es

G
rad(θ)

= ∫
T

t=
0

w
(t)E

x
0
=
g
(θ),

x
t |x

0 ∼
pt (x

t |x
0
) [∇

x
t log

p
t (x

t |x
0 )−

s
p
(t) (x

t ) ]∂x
t

∂
θ
d
t.

▶
T
his

show
s
that

D
rea

m
F
u
sio

n
is

a
sp

ecia
l
ca

se
o
f
D
iff
-In

stru
ct.

aW
e
sw

itch
the

notation
from

g
θ (z)

to
g
(θ)

since
under

the
assum

ptions
the

generator
has

no
random

ness.

A
p
p
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tio
n
1
:
1
-step

D
iff
u
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D
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n
:

P
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rm
a
n
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:

A
p
p
lica

tio
n
2
:
Im

p
ro
vin

g
G
A
N

m
o
d
els:

N
eu
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S
2
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2
3
-
N
ew

O
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n
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L
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