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Previous Approaches

Does not scale!

Limitations

Large amount of expert demonstration data

Task-specific reward functions
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Solution

No reward function is needed!Solution:

World knowledge stored in the foundation model

In-context learning for a few-shot approach

Generalization to 
(i) instructions (ii) tasks (iii) webpage

Less than 2~3 demonstration per task

Using LLM

But how can LLM be grounded in computer tasks? Recursively Criticize and Improve (RCI) !



RCI for Reasoning 
Can language model improve its output?

<Critique step>

<Improve step>



Evaluation on Reasoning Tasks

• Zero-Shot + RCI outperforms Zero-Shot CoT and Few-Shot CoT
• No notable improvements in tasks where standard prompts mostly succeed (MultiArith).
• RCI and CoT have a synergistic effect 



RCI for Computer Agent

Explicit RCI

Separate
Critique step

and
 Improve step

Implicit RCI
Critique and improve

at once



Evaluation on MiniWoB++ Tasks



Limitations

Expensive – multiple sampling is needed to sample a single action

HTML state representation – the agent cannot recognize visual elements in webpages

Constraints on the underlying LLM – reasoning ability, HTML understanding, context length

Variations of RCI prompting can be developed

Multimodal foundation models (e.g., screenshot images)

RLHF of LLM is crucial



RCI Agent

GitHub Website


