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Our method
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Quantitative experimental results
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Summary
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•  We introduce DPT,  a simple but effective method designed to push the 

boundaries of semi supervised diffusion models and classifiers.

•  We believe that DPT will inspire future explorations in diffusion 

models and semi-supervised learning.
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