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Background: Kalman Filter (KF)

e Goal: H,R
e Estimate x,,, from measurements {z,}:_,

Predict

* How to know the noise (, R?

Q == Cov({xt41 — Fxt}t)
R = Cov({z; — Hx¢}¢) [Ap Frecdt ]

X1 = FeXe
Pl = F,PF| +Q

Re = XL + K(z¢ — HeRE)
P, == —KH)Pf

Update
K = PPHT (H.PPHT +R) ™
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KF vs. Neural KF (NKF)

* Neural KF:
* Replace F, H with LSTMs Fy_, Hg,
* Optimize 8 and Q, R

e NKF beats KF!

e Ablation test: [x z?f% }
e Standard F, H PPy =FPFT +Q

* Optimize Q, R
[ Undate

K := BPH (HPPH + R) ™
X =% + K(th@ff)




KF vs. Neural KF (NKF)
" 14500

* Neural KF: g

* Replace F, H with LSTMs Fy_, Hg,

* Optimize 8 and Q, R 12500 1
° [12, 24) [24, 48) [48, 96)

NKF beats KF! acceleration range

e Ablation test: [x :P@@ }

e Standard F, H PPy =FPFT +Q

* Optimize O, R
 Beats KF and NKF! [ Update

PPH] (H.PPHI +R)™
2P + K(z, —@?é’)
(I — KH)P!

K :
X :
Py :
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* Non-linear filtering:
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and WRONG



Optimized KF (OKF)

. . PyPI
* Improve KF just by learnmg Q' R Optimized-Kalman-Filter
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* How can it be?
* Q,R = Cov(...) is already MSE-optimal...
under unrealistic assumptions

* Non-linear filtering:
* Comparing optimized NN vs. non-optimized KF is common...
and WRONG
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