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Traditional RL algorithms cannot cope with 
environments with different dynamics.

Original Hopper-v2 environment
SAC Policy; Return 3820

Hopper-v2 environment with 0.7x body mass
SAC Policy; Return 2274

Context-based algorithms use context 
encoders to detect dynamic changes.



We propose the SRPO algorithm that can leverage data with different dynamics.

Problems with context-based algorithms: policies 
can not learn from data with dynamics shift



The key intuition: optimal policies in environments with different
dynamics can generate a similar stationary state distribution.

Pendulum-v1 with gravity 5 Pendulum-v1 with gravity 10

State and action density 
estimated by KDE:



Incorporate into policy optimization:

𝑑! : the stationary state distribution of the current policy
𝜁 : the stationary state distribution of the optimal policy

Lagrangian:

Challenges: How to obtain the state probability under the optimal policy?
How to compute the probability ratio?



Lagrangian:

Challenges: How to obtain the state probability under the optimal policy?
How to compute the probability ratio?

Measure the state optimality: an HMM-based approach



In Online RL tasks, we propose the CaDM+SRPO 
algorithm that can efficiently train a robust policy.

Comparative results: 

Original Hopper-v2 environment
Return 3167

Hopper-v2 environment with 10x medium density
Return 3628



In Offline RL tasks, we propose the MAPLE+SRPO algorithm 
that reaches the highest performance in 8 of 12 tasks.



Code:
https://github.com/AIDefender/SRPO
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