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lBackground- KT task

uKnowledge Tracing (KT) Task 

Ø KT aims to reveal the student’s mastery on each knowledge concept after he/she 
completed each exercise;  

Ø Existing approaches (based on probabilistic or logistic models and DNNs) solve KT 
tasks as a sequence prediction task, where student’s knowledge states are implicit in 
the hidden vectors.



lMotivation & Idea 

Current knowledge tracing (KT) models are based on 
LSTMs or Transformers

LSTM network

Research Motivation：

• Current KT models directly employ existing DNNs architectures（especially, Transformer-based KT models show significantly good 
performance）, overcome some problems (such as student’s forgetting behavior ) only from the model inputs (manually fuse inputs);

• Never considering the influence of model architectures to improve performance;

• Besides，existing NAS approaches cannot be directly applied to KT, due to the search space difference.

Transformer



lSearch Space Design

Transformer-based 
search space

• Introducing convolution operation-based local context modelling : balance attention-based global context modelling, 
enhance the modelling for different learning behaviors（such as students’ forgetting behaviors）

• Replace MHSA and FFN with a global operation module: increase the diversity of contained model architectures

• Design a selective hierarchical input module for automatically selecting input features

Main Design



lOverall Framework

Main strategy：

1. Supernet-based evaluation：

train a super-Transformer for subsequent 
evaluation, reducing the search cost

2.  Search Space Reduction Strategy：

progressively delete some worse operations,
accelerating the convergence



lExperiments-overall comparison

Overall Comparison 
On two datasets

Table 1 Overall Performance Comparison in terms of AUC and ACC



lExperiments- Visualization

Best-found architectures on two datasets The selected features in the best-found architecture

• Prefer local operations like convolution when close to the input

• Prefer global operations (such as MHSA & convolution with larger kernel size) when close to the output

• Automatically selected features contain manually-selected features, also contain others

Found Architecture Visualization 

Some insightful 
observations



lExperiments-Ablation study

Effectiveness of the devised modules

The followings’ effectiveness can be validated：

• The selected (searched) features
• The devised hierarchical input module
• The necessary of introducing convolution
• The devised evolutionary search approach

The reduction strategy can indeed accelerate the 
convergence, leading to better convergence results

Effectiveness of search space reduction

(a) Convergence curve on EdNet
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