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Overview

In this paper, we proposed NAR-Former V2,
• It can handle cell-structured networks as well as learn representations for the entire network 
• We achieve this by incorporating graph-specific properties into the vanilla Transformer and 

introducing a graph-aided attention-based Transformer block.

Modeling and learning the representation of neural networks 

predict networks’ attributes 
(without running the actual estimation procedures) 

Improving the efficiency of network design and deployment



Background

Neural 
Network

Learnable
Network

Encoding/
Embedding

Ground Truths：
Real Attributes
 (accuracy, latency, ...)

TrainingPrediction
Head

What is neural network representation learning

representation
Predicted
 Attributes

NAR-Former V2: Rethinking Transformer for Universal Neural Network Representation Learning NeurIPS 2023 3/15



Motivation
Neural network forms that may need to be encoded in reality:

Architecure in NAS-Bench-101 cell architecture

entire deep neural network
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Motivation

Existing methods reached the SOTA only in specific scenario

Transformer based methods  GNN-based methods 

achieve leading performance on 
encoding the architectures of cells. 

perform better when dealing with complete 
DNNs, or when the depth of the input data 
is unseen during training.

• We need to reconsider the two representation learning models
•  propose an unified method
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Transformer block GNN block

Motivation
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Analyses
Why Transformer performs poor when encoding entire DNNs?

global modeling based on self-attention

excessive sensitivity

subtle variation can affect the whole representation

baised toward fitting the training data

poor performance on unseen data
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Proposed Method: NAR-Former-V2

Graph-aided attention

Employ the adjacency matrix
to govern the attention calculation range
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Proposed Method: NAR-Former-V2

Type-Aware enhancement module

Use the number of connected layers in each layer 
to assist the model in learning the type of layer.

 Grouped Feed-Forward Network

Introduce group linear transformation into the 
original FFN to reduce the parameters and 
futher avoid overfitting problem.
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Proposed Method: NAR-Former-V2
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Be similar to that 
in NAR-Former

Be built upon the proposed
improved transformer block



Experiments
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Conclusion

Overview:
we combine the strengths of Transformer and GNN to develop a universal neural network representation 
learning model, which is capable of effectively processing models of varying scales, ranging from several 
layers to hundreds of layers.

Experiments:
(1) Complete DNNs encoding & latency prediciton: our proposed method surpasses the GNN-based method 
NNLP by a significant margin on the NNLQP dataset. 
(2) Cell encoding & accuracy prediciton: our method achieves highly comparable performance to other state-
of-the-art methods on NASBench101 and NASBench201 datasets.

Future work:
We will focus on optimizing the design of the representation learning framework and applying it to a 
broader range of practical applications. Such as using the proposed model to search for the best mixed 
precision model inference strategies.
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Codes link: https://github.com/yuny220/NAR-Former-V2

IIP Lab: https://iip-xdu.github.io

Intellifusion: https://www.intellif.com/
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