
Finding Local Minima Efficiently 
in Decentralized Optimization

Wenhan Xian (wxian1@umd.edu)
Heng Huang* (heng@umd.edu)

1



Introduction
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Demand for big computation power Distributed learning



Decentralized Distributed Learning
Decentralized (serverless) distributed learning is a class of distributed learning that trains 
models in parallel across multiple workers over a decentralized communication network. 
Each worker node only communicates with its neighbors.
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Second-Order Optimality
● Escaping saddle point and finding local minima are core problems in conventional 

nonconvex optimization. 

● Saddle point is a kind of first-order stationary point that can be reached by many 
gradient-based optimizers while it is not expected.
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PDGT

5Second-Order Optimality in Non-Convex Decentralized Optimization via Perturbed Gradient Tracking. NeurIPS 2020.

• Perturbed Decentralized Gradient Tracking (PDGT) 
consists of two phases. It runs the descent phase and 
escaping phase alternatively.

• The descent phase aims to find a first-order stationary 
point using decentralized gradient tracking.

• After drawing perturbations, the escaping phase is used 
to discriminate if the candidate point is a local minimum.



Restrictions of PDGT
● Deterministic gradient oracle.

● Fix number of iterations in the descent phase.

○ Stuck at saddle point for a long time.

○ Hard to be extended to stochastic gradient oracle.

● Consensus protocol over the entire network.

○ Compute 𝑥̅  and 𝐻(𝑥̅)  periodically.

6

Stochastic ?

Adaptive ?

Independent ?



Contributions
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● We propose a novel PErturbed DEcentralized STorm ALgorithm (PEDESTAL), which is 
the first decentralized stochastic  gradient-based algorithm to achieve second-order 
optimality with theoretical guarantees.

● We provide a new analysis framework to support changing phases on each worker node 
adaptively and independently. 

● We prove that our method achieves (𝜖, 𝜖!) second-order stationary point with the 
complexity of %𝑂(𝜖"#), which matches the best results of decentralized algorithms to 
find first-order optimality or centralized algorithms to find second-order optimality.



PEDESTAL 
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o We adopt variance reduced gradient estimator.
o Parameter 𝑒𝑠𝑐(") represents the status on node 
𝑖. It is -1 when the node is in the descent phase. 
Otherwise, it is the number of iterations that has 
been updated in the escaping phase.

o Each node can switch phase independently. The 
escaping phase is started according to real-time 
local gradient tracker. The escaping phase is 
broken if the moving distance of the model 
parameter is larger than a threshold 𝐶$. 

o The algorithm is terminated if at least 1/10 of 
total nodes satisfy 𝑒𝑠𝑐(") ≥ 𝐶%.



Theorems
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Experiments
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Thank You!
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