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Augmenting Language Models with Long-Term Memory
Motivation:
• The input length prevents LLMs from processing long-form information 

beyond a fix-sized session.
• Previous memory-augmented model faces the memory staleness issue. 

The eldest memory are stale to current inputs because they are 
generated by stale parameters. Additionally, it requires training from 
scratch.

Contributions:
• We proposed LongMem framework to augment language models with 

long-term memory to read and comprehend up to 65k tokens.
• LongMem can easily adapt current SOTA LLMs to utilize long-term 

memory via efficient continual training.
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LongMem Memory Flow

Figure 1. Pre-training and zero-shot evaluation pipeline of CLIP.



LongMem Architecture
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SideNet Architecture
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• LongMem = Backbone LLM (L’ Layers) + SideNet (L Layers), L’=2L=24

• SideNet is composed of (L-1) transformer layer and 1 Memory-Augmented 
Layer (9-th):

• SideNet Initialization: 

• Output attention keys-values pairs of 18-th 
layer of frozen backbone LLM are cached

• Cross-Network Residual Connections:



Memory Retrieval and Fusion

6

• Memory Bank
- Head-wise vector queue which maintains attention key-value pairs of latest M 
previous tokens, updates during the iteration

• Token-to-Chunk Retrieval:
- A chunk contains chunk-size (csz) tokens, csz=4
- The retrieval key for the chunk is computed via mean pooling on 4 attention 
keys of the tokens
- Adopting token-to-chunk retrieval reduces the size of the retrieval index and 
accelerates the process.

• Memory Fusion:   



Training and Evaluation Details
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• Training Text corpus: Pile corpus, 26B tokens iterated

• Model Architecture: GPT2 Medium, 407M

• Training Objective: Maximum Likelihood on tokens

• 256 batch-size and 1024 sequence length

• Memory bank: 65k tokens, K=64, which is 16 chunks

• Batchfying: following bptt, truncate a document into segments and distribute 
them in consecutive batches

• Evaluation Tasks:
- Language Modeling Tasks
- Memory-Augmented In-Context Learning Tasks



Results on Memory-Augmented In-Context Learning 
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Due to the input length limit, LLMs can only adopt at most 20 demonstration examples in 
in-context learning. With LongMem, it can load up to 2000 demonstrations examples into 
the long-term memory and perform the in-context learning much better.



Results on Language Modeling Datasets
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ChapterBreak Long-Context Modeling Benchmark
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Ablation Study on the Chunk-Size and Memory Size
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• Chunk-size of 2 performs best on in-context learning tasks, and we 
adopt csz=2 in inference.

• 32k memory size performs best on language modeling.



Ablation Study on the Effects of Memory Augmentation
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