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Existing Solutions:

• Value decomposition: decompose global value function into local value 

functions

• Local offline regularization: apply policy constraints or value regularizations
at the local level
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Challenges for Offline MARL

Offline Challenges + MARL Challenges:

• Extrapolation error : querying OOD actions can cause extrapolation error accumulation

• Scalability issue: the joint action space grows exponentially as the number of agents increases

It is difficult to incorporate a proper global-level offline regularization on the joint action space. 

Offline MARL Algorithms:

• BCQ-MA 

• CQL-MA 

• ICQ (NeurIPS 2020)

• OMAR (ICML 2022)

• OMAC  (AAMAS 2022)

• …

• …
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Problems with Existing Offline MARL Algorithms

 Naively combine the value decomposition with local-level offline RL

• Offline regularizations of these methods are completely imposed from the local level without 

considering the global information.

• Simply enforcing local-level regularization cannot guarantee the induced regularization at the global 

level still remains valid.

• Existing approaches offer no guarantee whether the optimized local policies are jointly optimal under a 

given value decomposition scheme.

 Offline Multi-Agent Reinforcement Learning with Implicit Global-to-Local Value 

Regularization (OMIGA):

• Multi-agent POMDP with global value regularization

• Global-to-Local value and policy decomposition

• Equivalent implicit local value regularizations
Provable decomposition

Organic combination
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Dec-POMDP with Global Value Regularization

 Single-Agent Offline RL:

• Behavior-regularized MDP

• Policy evaluation operator

Multi-Agent Offline RL:

• MA-POMDP with global value regularization

• Global policy evaluation operator

• Establishing relationship

among optimal global policy, behavior policy, 

Q-value function and state-value function

the KKT conditions of 
Lagrangian function
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Global-to-Local value and policy decomposition

 Value decomposition:

 Policy decomposition:

Local formula:

• The relationship among optimal global

policy, behavior policy, Q-value function 

and state-value function

• The relationship among optimal local 

policy, behavior policy, Q-value function 

and state-value function
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Equivalent Implicit Local Value Regularizations

 Self-normalization constraints on local policies:

 Obtain V by solving the following convex optimization problem:

Hyperparameter α is used to control the degree of regularization. 

The higher α encourages the algorithm to stay near the behavioral distribution. 

The lower α makes the algorithm more radical and optimistic.



 Learn the local state-value function:

 Learn the local Q-value function, the weight,

and offset:

 Learn the local policy：
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OMIGA Algorithm

The training process uses in-sample learning

(without querying OOD action samples).
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Experimental Results

Strong results on Multi-agent MuJoCo and SMAC benchmark datasets
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Comparative Evaluation

Analyses on Policy Learning with Global Information Analyses on the Regularization Hyperparameter
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Summary

• We present a new offline multi-agent RL algorithm with implicit global-to-

local value regularization (OMIGA), which provides a principled framework 

to convert global-level value regularization into equivalent implicit local 

value regularizations.

• OMIGA bridges multi-agent value decomposition and policy learning with 

offline regularizations, which can guarantee that the learned local policies 

are jointly optimal at the global level.

More details are available on https://arxiv.org/abs/2307.11620
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