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-
Federated Bilevel Optimization Problems

o Problem Formulation:

M M
1 1
- - (m) — n — (m)
min h(z) = - m§:1f (T, Yz), St Yo = aliflgm i m§:1g ™ (z,y)

o Global Hyper-gradient:

®(z,y) =Vaf(2,y) = Vayg(z,y) X [Vy2g(z,9)] 7' Vy f(2,9),

o Local Hyper-gradient:

™) (2, y) =V, f™ (2,y) — Vayg™ (2,y) x V29" (2, )] "'V, f™) (2, ),
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-
Hyper-gradient Evaluation as a quadratic FL problem

Challenge: ®(z,y,) # 2 S0, &™) (2, y,)
Quadratic FL problem:

(m

M:

min I(u)
u€Re

V20" (2, 9)u — (Vy f™ (2, y), )

Suppose that we denote the solution of the above problem as u*, then we have

the following linear operation to get the hypergradient:

M

Vhw) = 37 3 (Val o) = Vg
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-
The FedBiO Algorithm

Perform alternative update of upper level variable xim), the lower level variable

yt(m) and hyper-gradient computation variable ugm)

gt =y — 5,0 (2™ ™ B,)
A = = (vyzg<m><x§m>,y§m>;Bg,2>u§m> O i)
xi:-nl) = xgm) (vwf(m)( Ty ,yt Bf 1) — meg(m) (x:(fm)>yt(m)369,l)u§m))

Accelerate FedBiO with momentum-based variance reduction (FedBiOAcc)
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Convergence Theorem

Suppose we choose learning rate a; = m, t € [T, for some constant § and
u, and let ¢, c,, ¢, choose some value, ), v and T be some small values decided
by the Lipschitz constants of h(x), we choose the minibatch size to be

by = by = b and the first batch to be by = O(Ib), then we have:

T— 19/31 16/3
o K K
; reneor| =0(*7 + )

To reach an e-stationary point, we need T = O(k®(bM)~1e=1?),
I =O(k*3(bM)~1e09).
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Federated Data Cleaning

Experimental Results
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@ Validation Error vs Communication Rounds. From Left to Right: p = 0.1, 0.4, 0.8,0.95. The local step
I is set as 5 for FedBiO, FedBiOAcc and FedAvg.
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Federated Bilevel Optimization with Local Lower Level
Problems

Problem Formulation:

(2, yi™), s.t. y{™ = argmin g™ (z,y)

min h(z)
yER
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M:

m=1

Federated Hyper-Representation Learning;:

Validation Loss
Validation Loss

Validation Loss
Validation Loss
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@ Validation Error vs Communication Rounds for the Omniglot Dataset. From Left to Right:
5-way-1-shot, 5-way-5-shot, 20-way-1-shot, 20-way-5-shot. The local step I is set to 5
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