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Introduction: Counterfactual identification in Markovian SCMs 

Problem 
formulation

Given observational dataset from            , 
induced by some bivariate SCM       with                            

- treatments 
- (factual) outcomes 

we want to perform a partial identification of an expected counterfactual outcome of 
[un]treated ECOU [ECOT]

Why this is 
important?

● Counterfactual inference is widely used in data-driven decision-making: it aims to answer 
retrospective “what if” questions

● Counterfactual identifiability is only possible with unnatural or unrealistic assumptions (e.g. 
monotonicity of the functions in the Markovian structural causal models (SCMs))
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Introduction: Task complexity – Related work

Why this is 
hard?

● Counterfactual queries in general are not identifiable from both L1 and L2 data even for 
Markovian SCMs

● Partial identification of L3 discrete outcomes / L2 continuous outcomes does not 
generalize -> we need brand new mathematical tools for L3 partial identification with 
continuous outcomes  
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Introduction: Task complexity – Related work

Related work
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Introduction: Assumptions - Motivating example 

Motivating 
example

● ECOU [ECOT] is non-identifiable in 

● Bivariate Markovian SCMs with continuously-differentiable functions and 
high-dimensional latent noise:                  , k >= 0, d > 0

Assumptions

+
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Introduction: Research gap – Our contributions

● We prove that the expected counterfactual 
outcome of [un]treated has 
non-informative bounds in 

● We propose the first sensitivity model, 
namely, Curvature Sensitivity Model 
(CSM), to obtain informative bounds. 

● We introduce a novel deep generative 
model called Augmented 
Pseudo-Invertible Decoder (APID) to 
perform partial counterfactual inference 
under our CSM 

Our 
contributions

Research 
gap

● We are the first to propose a sensitivity 
model for partial counterfactual 
identification of continuous outcomes in 
Markovian SCMs 
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Partial Counterfactual Identification: Formulation

Partial counterfactual 
identification of 
ECOU [ECOT]

● Given the observational distributions,              , we want to solve a constrained 
variational problem, which involves partial derivatives and Hausdorff integrals:



10

Partial Counterfactual Identification: Formulation

Partial counterfactual 
identification of 
ECOU [ECOT]

● Given the observational distributions,              , we want to solve a constrained 
variational problem, which involves partial derivatives and Hausdorff integrals:

● Observational distribution is a pushforward distribution:



11

Partial Counterfactual Identification: Formulation

Partial counterfactual 
identification of 
ECOU [ECOT]

● Given the observational distributions,              , we want to solve a constrained 
variational problem, which involves partial derivatives and Hausdorff integrals:

● Observational distribution is a pushforward distribution:

● Counterfactual queries are expectations of pushforward distributions:
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Partial Counterfactual Identification: Non-Informative Bounds

Solution for d = 1 

● Partial counterfactual identification of ECOU [ECOT] has two solutions in class              
(d            (d = 1, k = 1), when             is strictly monotonous:   

● This class is known as bijective generative mechanisms1 (BGMs)

Non-informative 
bounds

● Theorem 1 (informal). The ignorance 
interval for the partial identification of the 
ECOU [ECOT] has non-informative 
bounds for SCMs in                   for every 
k > 1 

1 Arash Nasr-Esfahany, Mohammad Alizadeh, and Devavrat Shah. “Counterfactual identifiability of bijective causal models”. In: International Conference on Machine Learning. 2023.
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CSM: Assumption Kappa - Informative bounds

Curvature sensitivity 
model (CSM)
=
Assumption 

● (Informal) we assume that κ ≥ 0 is the upper 
bound of the absolute curvature for the level 
sets:

Partial 
identification 
with informative 
bounds

● Theorem 2 (informal). Under Assumption    , the ignorance interval for the partial 
identification of the ECOU [ECOT] has informative bounds for SCMs in 
for k = 2 and d > 1 

● When     = 0, we do not obtain a point identification, but a BGMs-EQTDs 
identification gap 
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CSM: Identification spectrum
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Augmented Pseudo Invertible Decoder: Novel deep generative model
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Augmented Pseudo Invertible Decoder: Training



● We evaluate APID based on 2 synthetic dataset and 1 real-world COVID-19 pandemic data 

● Even for synthetic data, we the GT counterfactual queries are intractable
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Experiments: Datasets – Results

Datasets

Results

● APID is consistent with the BGMs-EQTDs identification gap
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Source Code: 
github.com/Valentyn1997/

CSM-APID  
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Conclusion
Our work is the first to present a 
sensitivity model for partial 
counterfactual identification of 
continuous outcomes in Markovian 
SCMs 

Our work rests on the assumption of 
the bounded curvature of the level 
sets, yet which should be sufficiently 
broad and realistic to cover many 
models from physics and medicine 

ArXiv Paper: 
arxiv.org/abs/2306.01424    

https://github.com/Valentyn1997/CSM-APID
https://github.com/Valentyn1997/CSM-APID
https://arxiv.org/abs/2306.01424

