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Motivation

Figure 1: Adversarial examples generated by different methods are located in different

regions on the surface of the loss function.

Motivation: Inspired by the observation that flat local minima are correlated with good

generalization in deep learning, we are motivated to explore whether flat local optima can

improve adversarial transferability.
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Contributions

 To the best of our knowledge, it is the first work that empirically validates that adversarial examples

located in flat regions have good transferability.

 We propose a novel attack called Penalizing Gradient Norm (PGN), which can effectively generate

adversarial examples at flat local regions with better transferability.

 Empirical evaluations show that PGN can significantly improve the attack transferability on both

normally trained models and adversarially trained models, which can also be seamlessly combined with

various previous attack methods for higher transferability.
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Method

Assumption: Adversarial examples at flat local region

w.r.t. the loss function tend to have better transferability.

 Optimization problem:

However, it is impractical to calculate the maximum

gradient. Hence, we approximately optimize above

Equation by randomly sampling an example at each

iteration respectively.

Figure 2: The average attack success rates (%) of

I-FGSM and MI-FGSM w/wo the gradient

regularization on seven black-box models. The

adversarial examples are generated on Inc-v3.
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Method

 Approximate solution:

 Finite Difference Method:
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Method

 Gradient update:

 Generate adversarial examples:

This approach introduces variance due to the

random sampling process. To address this issue,

we randomly sample multiple examples and

average the gradients of these examples to obtain

a more stable gradient.
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Experimental Results

Table 1: The untargeted attack success rates (%) of various gradient-based attacks in the single model setting. Here *

indicates the white-box model.
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Experimental Results

Table 4: Comparison of the approximation effect between directly optimizing the second-order Hessian matrix and

using the Finite Difference Method (FDM) to approximate. "Time" represents the total running time on 1,000 images,

and "Memory" represents the computing memory size.

Figure 3: Visualization of loss surfaces along two random directions for two randomly sampled adversarial examples

on the surrogate model (Inc-v3).
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Conclusions

 Inspired by the observation that flat local minima often result in better generalization, we assume and

empirically validate that adversarial examples at a flat local region tend to have better adversarial

transferability.

 We optimize the perturbation with a gradient regularize in the neighborhood of the input sample to generate

an adversarial example in a flat local region. we approximates the Hessian/vector product by interpolating the

first-order gradients of two samples. To better explore its neighborhood, we adopts the average gradient of

several randomly sampled data points to update the adversarial perturbation.

 Our PGN can be seamlessly integrated with other gradient-based and input transformation-based attacks to

further improve adversarial transferability.

Limitation: Although we have experimentally verified that flat local minima can improve the transferability of

adversarial attacks, there is still a lack of theoretical analysis regarding the relationship between flatness and

transferability. We hope our work sheds light on the potential of flat local maxima in generating transferable

adversarial examples and provides valuable insights for further exploration in the field of adversarial attacks.
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