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• Relying on critical non-trainable
component to find the positive pairs.
e.g., Selective search (region proposal),
Felzenszwalb-Huttenlocher algorithm (cluster
proposal), corresponding regions mapping, etc.

• Semantic misalignment with dense
prediction tasks.
e.g., considering similar representations for
correspondent regions only, considering
distinct representation of every patch, etc.

• Discrepancy with actual semantics
of an image.
e.g., untended separation of representations
from foreground and background (interest
and non-interest), rectangular RoIs and 
misaligned cluster masks posing mismatched 
positive pairs.

Current SSL for Dense Prediction
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representative of a cluster of local features. representative of a cluster of positive representatives

local cluster

1st level (Intra-view) representations corresponding to a semantic concept (as a cluster), , are 
close to its cluster representative (mode) and far away from the representations of other clusters;
2nd level (Inter-view) the cluster representatives (modes) s corresponding to the same semantic
concept in s over the dataset are pushed closer to each other.

The Bi-level Clustering of FLSL
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• ℓ2-normalized vectors
• homoscedastic Gaussian kernel
• ...
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intra-view

1st level: intra-view clustering representations corresponding to a semantic concept (as a cluster), , 
are close to its cluster representative (mode) and far away from the representations of other clusters.
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soft mask

cluster separation
Δi = min Δij , j ∈ ci



intra-view

2nd-level: Inter-view Clustering the cluster representatives (modes) s corresponding to the same semantic
concept in s over the dataset are pushed closer to each other.

separation margin for

Positive pair retrieval:

inter-view
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Dense prediction benchmark 1
MS-COCO Object Detection and Segmentation
Mask RCNN + ViT-S/16 and ViT-S/8, ViTDet + ViT-B/16

Dense prediction benchmark 2
UAVDT Vehicle Detection

Faster R-CNN FPN
+ ViT-S/16, ViT-S/8 and ViT-B/16



Dense prediction benchmark 3
ADE20K Semantic Segmentation

FPN + ViT-S/16

Dense prediction benchmark 4
Davis 2017 Video Instance Segmentation

ViT-S/16, ViT-S/8 and ViT-B/16



← Visualization of Aggregated
Similarity Score (ASS) map from
different ViT layers.

↙ Self-attention probing maps
for features learned via FLSL 
and DINO

↓ Visualization of separability
of features from different layers
via t-SNE
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ASS map visual comparison between FLSL and DINO


