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Introduction

● Large-scale online marketplace.

● Unknown user valuations.
● Learning through interactions.
● Accept/reject feedback only.

● Goal: achieving maximal revenue.
● Optimizing the offers and pricing.
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Problem Setting

● Set of users       of size     .
● Set of items       of size     .

3

Learning
user

valuations
Offers &
pricing

Payment & 
Feedback

Provider

Users Items



Goal
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● The goal is to minimize the revenue regret defined as

●           denotes the revenue of the optimal algorithm (separately for each different valuation model).



Main Theoretical Results

● Design algorithms to maximize revenue
● Three different valuation models:

○ Fixed valuations
○ Random experiences
○ Random valuations

● Regret upper bounds achieved by our algorithms
● Regret lower bounds for multi-user multi-item online learning
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Main Theoretical Results
● Regret upper bounds and lower bounds
● Our algorithms are optimal up to logarithmic factors!

● Load parameter: 

(roughly, the maximum number of simultaneous allocations possible)

6



Model 1: Fixed Valuations

● The valuations of users do not change over time.
● Formally, there exist values         such that 

for all              .
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Model 1: Fixed Valuations

● Algorithm for fixed valuations:

8

if rejectedif accepted



Model 2: Random Experiences

● The valuations of users are given as their average historical experience.
● Formally, the valuations are given as

for all              .
● Each random variable       represents the experience of a user with an accepted item.
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Model 2: Random Experiences

● Algorithm for random experiences:
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Model 3: Random Valuations

● The valuations of users at different rounds are independently drawn.

● Formally, each valuation         is drawn from a distribution with c.d.f.          specific to each user and 
each item.
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Model 3: Random Valuations

● Algorithm for random valuations:
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...........
if rejectedif accepted
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Numerical Experiments

● Instantaneous Regret under different valuation models.
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Numerical Experiments

● Regret vs. Time Horizon under different valuation models.

● Numerical results verify that our algorithms can achieve 
○ sub-logarithmic regret under the fixed valuations model,
○ sub-linear regret under random experiences model,
○ sub-linear regret under random valuations model.

14


